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Abstract—In this paper, we present a novel vision-based 

approach for 3D reconstruction using a single 360° camera, 

aiming to offer a simplified and accessible solution for 

various consumer-oriented applications. Consumer-grade 

360° cameras have gained significant popularity due to their 

affordability and ease of use. However, traditional methods 

for 3D reconstruction often require complex setups with 

multiple cameras or expensive hardware such as Light 

Detection and Ranging (LiDAR). Our approach addresses 

the challenges associated with 360° cameras by converting 

the distorted Equirectangular Projection (ERP) into four 

perspective views, allowing compatibility with deep learning 

models trained on undistorted perspective images. We 

leverage Visual Simultaneous Localization and Mapping 

(VSLAM) techniques for camera pose estimation and 

employ a standard 3D reconstruction pipeline for 

generating detailed 3D mesh representations of the indoor 

environment. Through experimental evaluation, we 

compare the performance of 360° cameras with traditional 

perspective cameras in 3D reconstruction and analyze the 

accuracy and performance of our vision-based approach. 

Our findings demonstrate the potential of using 360° 

cameras for constructing high-quality models and 

facilitating efficient data collection for 3D reconstructions, 

opening up new possibilities for various consumer-oriented 

applications in multiple fields. 

Index Terms—360° camera, 3D reconstruction, computer 

vision 

I. INTRODUCTION

In recent years, using 360° cameras has become a 

common practice in various industries, such as the 

construction and automotive industry, offering a more 

effective means of cap- turing the surrounding 

environment in its entirety. This paper presents a novel 

vision-based pipeline for 3D reconstruction using a single 

360° camera, aiming to harness the potential of these 

cameras while addressing the challenges associated with 

their usage. The vision-based approach is chosen over 

inertial measurement units (IMU) or depth sensors such 

as LiDAR because they require dedicated hardware setup 

and software, whereas relying solely on video data is 

more accessible for users. 

3D reconstruction is a fundamental aspect in fields 

such as robotics [1], augmented reality [2, 3], Building 

Information Modelling (BIM) [4, 5], and autonomous 

navigation [6, 7]. However, traditional methods often 

require complex setups with multiple cameras or 

specialized hardware [8]. Consumergrade 360° cameras 

have gained significant popularity due to their 

affordability and ease of use, making them ideal for a 

wide range of applications. 

To overcome the calibration challenges of wide Field-

of-View (FOV) cameras, we introduce a practical solution 

that eliminates the need for large checkerboard patterns. 

Additionally, we convert the distorted ERP, an image 

representation commonly used for 360° cameras, into four 

perspective views resembling cube maps. This conversion 

allows compatibility with deep learning models trained 

on undistorted perspective images, expanding the 

possibilities of using consumer-grade 360° cameras in 

3D reconstruction. 

Our vision-based approach leverages VSLAM 

techniques, which have become prevalent in the field. 

VSLAM enables real-time 3D mapping by utilizing the 

camera’s visual input, making it suitable for applications 

requiring accurate and up-to-date maps. Unlike traditional 

SLAM systems that rely on external infrastructure, our 

vision-based approach works in a self-contained manner, 

solely utilizing the camera’s visual information. This 

simplicity and flexibility make it well-suited for more 

user-friendly scenarios. 

By combining the camera’s pose estimation obtained 

from VSLAM with the cube map views, we accurately 

determine the camera’s position and orientation. This 

information is crucial for generating detailed 3D mesh 

representations of the indoor environment. Using a 

standard 3D reconstruction method [9], our framework 

facilitates the creation of realistic 3D meshes based on 

the extracted camera poses and corresponding images. 

To evaluate the effectiveness of our approach, we 

conducted an experimental study comparing the 

performance of 360° cameras with traditional perspective 

cameras. By capturing videos of an indoor environment 

while walking a complete circle, we assessed their 

capabilities in capturing the scene’s geometry. 

Additionally, we compared the output 3D meshes 

generated by each camera type with ground truth data 

obtained by a LiDAR scanner. This analysis provides 
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insights into the accuracy and performance of our vision-

based approach. 

Through our proposed vision-based approach using a 

single 360° camera, we aim to offer a simplified and 

accessible solution for 3D reconstruction. By leveraging 

the advancements in consumer technology and the 

advantages of 360° cameras, we unlock their potential for 

achieving high-quality 3D reconstructions. This opens up 

new possibilities for various consumer-oriented 

applications in multiple fields. 

II. RELATED WORKS 

A. 3D Reconstruction 

The process of reconstructing a 3D model typically 

entails obtaining depth information from a series of 

images and integrating these depth maps. Traditional 

methods usually require specialized hardware, such as 

LiDAR scanners or stereo cameras, to capture the 

environment’s geometry. In light of recent advancements 

in consumer-grade cameras and computer vision 

techniques, more accessible and cost-effective 

approaches have been made possible. 

Structure from Motion (SfM) [10–12] and Multi-View 

Stereo (MVS) [13] are two common techniques for 3D 

reconstruction. SfM primarily relies on feature detection 

and matching methodologies to estimate camera poses 

and reconstruct the scene’s 3D geometry. In contrast, 

MVS focuses directly on reconstructing 3D geometry 

from input images with calibrated cameras. Thanks to the 

rapid advances in deep learning, 3D reconstruction 

studies [14–16] have improved by enabling models to 

learn powerful feature representations directly from data. 

Recent methods such as [9, 17, 18] use neural networks 

to directly regress a Truncated Signed Distance Function 

(TSDF) volume for 3D model generation. Atlas [9] 

leverages extracted 3D features and directs them to 

semantic heads for scene labeling. These labeling or 

semantics can improve 3D reconstruction quality by 

incorporating understandings of objects, textures, and 

scenes that provide useful priors and constraints for 

generating more accurate models. 

In the context of fisheye or 360° cameras, the main 

approach is to utilize the camera’s wide FOV to capture 

the environment from different viewpoints. Previous 

works such as [19] devised a fisheye stereo matching 

algorithm. While more recently, deep learning techniques 

have been applied to 360° monocular depth estimation 

[20, 21], which provide the cornerstone for 3D 

reconstruction that requires depth information. In 

particular, existing methods have been leveraged for such 

application, such as applying MVSNet [15] in 

360MVSNet [22].  

B. Visual-Based Pose Estimation 

VSLAM techniques such as [23–25] utilize image 

information to create 3D environmental representations 

and estimate camera poses. Although these cameras can 

support different camera setups, such as monocular and 

stereo, they face challenges in dynamic environments, 

particularly with monocular setups. Utilizing sensor 

fusion, such as integrating IMU [26] and LiDAR [27], 

enables the algorithms to work in environments with 

limited visual information. However, these sensor fusion 

setups require complex calibration. Alternatively, 

widening the FOV will provide additional input data for 

potential improvements. 

Wide FOV cameras, such as fisheye and 360° cameras, 

can capture enough visual information about the 

environment to reinforce a more accurate pose estimation. 

Approaches like [28, 29] have successfully extended 

existing techniques [25, 30] to work with 360° camera. 

Particularly, OpenVSLAM [31], an Oriented FAST and 

Rotated BRIEF (ORB) based algorithm, uses spatial 

feature matching for 360° camera pose estimation. With 

the increasing maturity of 360° cameras and the 

corresponding supporting algorithms, utilizing these 

cameras has emerged as a cost-efficient alternative to 

traditional monocular and stereo setups. 

III. PROPOSED FRAMEWORK 

A. Conversion for Equirectangular Projection 

Well-established deep learning models, which 

typically rely on undistorted perspective images, are not 

well-suited for handling 360° images. This is due to the 

inherent distortions presented in such images. Moreover, 

calibrating 360° cameras poses challenges and 

complexities, particularly when using large 

checkerboard patterns. To address these challenges, we 

propose a simple solution. Our approach involves 

converting ERP into four perspective views: front, back, 

left, and right. The conversion process maps the pixels 

from the surface of a 360° sphere onto a tangent plane, 

enabling a more manageable representation for 

subsequent processing. These transformed views 

resemble cube maps and can be treated as outputs from 

four virtual cameras positioned in different directions. 

Typically, 360° cameras consist of 2 fisheye lenses, 

and the resulting images are subsequently stitched 

together. However, due to the high distortion and inherent 

limitations of the stitching process of the top and bottom 

views, we have chosen to exclude them from our 

experiment. 

B. Pose Estimation via OpenVSLAM 

The camera pose of ERP can be obtained by 

employing the VSLAM approach that exclusively utilizes 

imagery. In this study, we propose the utilization of an 

ORB feature extractor-based VSLAM algorithm, 

OpenVSLAM, which is specifically tailored to be 

compatible with 360° cameras. The algorithm 

encompasses three fundamental modules, namely 

tracking, mapping, and global optimization. 

The tracking module is responsible for estimating the 

camera pose for each frame by extracting features using 

the ORB feature extractor. Moreover, this module 

determines whether a frame should be classified as a 

keyframe, which subsequently undergoes processing in 

the mapping module. Within the mapping module, the 

keyframes are utilized to triangulate 3D points, forming a 

comprehensive map of the environment. This step 
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enables the reconstruction of spatial information from the 

captured 360° imagery. Finally, the global optimization 

module incorporates loop detection and global bundle 

adjustment techniques to refine and optimize the overall 

map. This stage ensures the accuracy and consistency of 

the reconstructed camera poses and 3D points. 

C. Pose Extraction of Cube Map Views 

To determine the pose of the four perspective views 

derived from ERP, we leveraged the pose calculated by 

OpenVSLAM and applied rigid body rotation. The 

rotation incorporates four distinct sets of rotation matrices 

corresponding to four perspective views. Fig. 1 visualizes 

the four virtual cameras’ views while Fig. 2 shows the 

corresponding mapping (yellow, red, blue and green) of 

each perspective image on a pose visualization graph. 

 

 

Fig. 1. Visualizing the front, back, left, right views after converting ERP 
into perspective images. 

 

Fig. 2. Overview of the processing pipeline for converting ERP into 
perspective images and their corresponding poses. The top left image 

shows an ERP with a cube map projection overlaid on top. The cube 

map is aligned and registered to the ERP, providing a visualization of 
how the 4 cube map faces to the ERP representation. The pose 

visualization graph on the right depicts the changes in poses’ locations 

and rotations for every 50 frames. The yellow, red, blue and green 
colour corresponds to the front, right, back and left views, which also 

depict the corresponding 4 perspective images on the bottom left and 

on the pose visualization graph. 

The rigid body rotation is done by applying the 

rotation matrix 

 

to the rotation component R̅ of a pose matrix 𝑃 . The 

right, left and back views are created through rotation θ 

of 90°, 180° and 270° along z-axis. 

The pose matrix 𝑃, a combination of a 3 𝑥 3 rotation 

matrix component R̅ and a translation vector component 𝑡 
is defined as 

 

. 

 

Finally, the pose is updated as follows: 

 

 
 

D. 3D Mesh Extraction 

With the perspective images available from ERP 

conversion, we can combine the extracted poses with the 

corresponding images. The combined posed images are 

then passed to our 3D reconstruction system. To support 

applications such as virtual reality and BIM solely by 

visual perception, we require a 3D reconstruction system 

that does not utilize any depth inputs. For such a 

requirement, we adopted Atlas [9], an end-to-end 3D 

reconstruction model that directly regresses TSDF from 

posed images (or input RGB image sequences). Atlas 

uses a 2D Convolutional Neural Network (CNN) 

backbone to extract features from each image. Utilizing 

the camera intrinsics and extrinsics, these 2D extracted 

features are then back-projected and aggregated into a 

voxel volume. Finally, the aggregated voxel volume 

undergoes a 3D CNN-based refinement to predict TSDF 

values and the final 3D model. 

 

 

Fig. 3. Qualitative 3D reconstruction results. (a) Ground truth LiDAR 

point cloud vs 3D model (without semantics) generated by 360° 
camera’s data (b) 3D model (with semantics) generated by perspective 

camera’s data vs 3D model (with semantics) generated by 360° 

camera’s data. 

IV. EXPERIMENT AND EVALUATION 

To evaluate the effectiveness of using 360° cameras, we 

conducted several experimental studies to compare a 360° 

camera and a perspective camera and the 3D mesh quality 

from a 360° camera under different conditions. The 

experiment involved capturing videos of an indoor 

environment using both camera types. The test 

environment, a conference room in our laboratory, is 

where the cameraman walks in one complete circle while 
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the camera captures the scene. We have chosen a 

popular 360° camera, Ricoh THETA V, for our 

experiment, and iPhone 13 for our choice of perspective 

camera (with a FOV of approximately 72 degrees). Each 

camera took five videos, and the ones that yielded the 

best 3D meshes were selected for the final comparison. 

The selected video from the 360° camera contains 484 

ERP image frames, and that of the perspective camera 

contains 986 image frames. 

A. Comparison between 360° Camera and Perspective 

Camera 

In the first experiment, we compared the 3D 

reconstruction performance between a 360° camera and a 

conventional perspective camera to evaluate which 

imaging modality achieves higher quality results. The 

captured videos from the 360° camera are first converted 

into perspective images, and the camera poses from the 

camera are extracted using OpenVSLAM and rigid 

body transformation. Similarly, to generate a 3D mesh 

using the perspective camera, we converted the 

perspective video into image sequences and extracted the 

perspective camera poses using OpenVSLAM in 

monocular mode. Subsequently, we utilized Atlas to 

generate the 3D mesh representations of the indoor 

environment based on the extracted camera poses and the 

corresponding images for the two types of cameras. 

To effectively assess the accuracy of the 3D models, we 

obtained ground truth data of our test environment 

with a LiDAR scanner, which is presented as the point 

clouds in Fig. 3a. To evaluate the performances and 

compare the accuracy of the 3D meshes generated by each 

camera type, we calculate the F-score of the output 3D 

meshes with against the ground truth data. 

Fig. 4 shows that the 3D mesh from the 360° camera 

outperforms that of perspective cameras in terms of peak 

F-score (0.297), and this is mainly due to the additional 

information ERP offers. A qualitative comparison is 

presented in Fig. 3. In our 360° camera processing 

pipeline, a single ERP is converted into four perspective 

images, i.e., given the same number of raw images 

available, the processing pipeline can provide four times 

the data than the perspective camera. This data collection 

efficiency of 360° cameras can enable practical, real-

world applications, as an operator (human or robot) can 

reduce the video capture time required to model an 

environment in 3D. 

B. Quantifying Data Requirements for 3D 

Reconstruction using 360° Camera 

Other than evaluating the optimal performance of 360° 

camera in 3D reconstruction), we investigated how well 

the model performs with different amounts of data. We 

then varied the amount of data used for 3D reconstruction 

with random selection. Then, we can further examine 

what the minimum amount of data needed for a near-

optimal performance (optimal F-score 5%) for 3D 

reconstruction per area is. The results are presented in Fig. 

4, where it takes 400 perspective images or 100 raw ERP 

from 360° camera to generate a near-optimal 3D mesh. 

Specifically, with a 360° camera, capturing 3.34 ERP 

frames/m2 provides sufficient image data for near-

optimal 3D reconstruction quality, given our test 

environment size of 4.4m × 6.8m = 29.92m2. 

C. Impact of Camera Man Removal on 3D Mesh 

Quality 

This part of the experiment aims to investigate the 

impact of removing the camera man from 360° camera 

images on the quality of 3D models. To achieve this, we 

implemented a simple approach where the camera man 

was fixed at the 𝑖 -th image for every four images (a 

certain view at the horizontal cube map faces), and 

every 𝑖 -th image was removed during the filtering 

process. Our results indicate that removing the camera 

man can indeed improve the quality of 3D models, but 

only when there are fewer frames available. Specifically, 

we observed that the filtered version performs better 

when the amount of available data is limited, as the 

interference of the camera man is removed. However, as 

more data on the environment becomes available, the 3D 

mesh without filtering performs better, presumably due to 

the loss of information caused by the removal of frames. 

The results are presented in Fig. 4. 

Overall, our experiment provides valuable insights 

into the performance of 360° cameras in 3D 

reconstruction and highlights the importance of 

considering factors such as data amount and camera 

artifacts in achieving accurate and reliable results. 

 

 

Fig. 4. Comparing F-score between perspective camera, 360° camera 
and 360° camera with camera man filtered, when different number of 

frames are applied. 

V. DISCUSSION 

Our findings demonstrate the potential of using 360° 

cam- eras for achieving high-quality 3D reconstructions, 

opening up new possibilities for various consumer-

oriented applications in multiple fields. Despite the 

promising results, there are still some limitations to our 

approach. First, our method relies on the conversion of 

ERP into cube maps, which may introduce artifacts and 

inaccuracies in the final 3D model. Future research could 

explore alternative representations or develop models that 

can directly handle ERP. Second, our approach is 

currently limited to indoor environments, and its 

performance in outdoor or dynamic scenes remains to 

be investigated. Lastly, our method does  not explicitly 

handle occlusions or reflections, which could affect the 

quality of the 3D reconstruction. 

International Journal of Signal Processing Systems Vol. 12, 2024

4



 

 

 

     

      

 

 

    

  

          

       

        

       

        

    

 

 

 

        

 

 

 

 

 

  

        

 

 

 

 

 

 

 

 

 

      

   

     

 

              

     
    

          
       

        

      
                 

      

       
           

 

             
         

         

 
          

         

         
     

 
    

        

       

                
        

         

           
  

                

         
          

   

 
 

  
 

 

 
 

 

 
  

 

           

         
    

              

        
       

     

              
        

     

 
             

        

     
              

         

    

         

     
 

             

        
         

      

               
         

        

   
                

        

         
   

International Journal of Signal Processing Systems Vol. 12, 2024

5

More broadly, this work helps highlight the potential 

of consumer-level 360° cameras for 3D modeling 

applications. While the proposed pipeline still relies on 

model architectures that are designed for perspective 

images, it still demonstrates the ability to densely 

sample scenes with a single moving 360 camera. To 

fully realize this potential, continued research on 

reconstruction algorithms designed specifically for 360° 

imagery and public datasets capturing diverse 

environments will be invaluable. 

VI. CONCLUSION 

In this paper, we presented a novel approach for 3D 

reconstruction using a single 360° camera. Our 

method addresses the challenges associated with ERP by 

converting them into four perspective views resembling 

the horizontal views of a cube map, allowing 

compatibility with deep learning models trained on 

undistorted perspective images. We also employed the 

state-of-the-art VSLAM technique for camera pose 

estimation and a proven 3D reconstruction method for 

generating detailed 3D mesh representations of the indoor 

environment. Through experimental evaluation, we 

compared the performance of 360° cameras with 

traditional perspective cameras in 3D reconstruction and 

analyzed the accuracy and performance of our vision-

based approach. In conclusion, this paper offers a 

simplified and accessible solution for various consumer-

oriented applications and contributes to the growing body 

of research on 3D reconstruction using 360° cameras. 
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