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Abstract—This paper presents an unsupervised deep 

learning approach to online sparse signal extraction. For a 

batch of input vectors of low-rank and sparse components, a 

U-Net-based model is trained with a combination of nuclear

and 𝓵𝟏 norms as a loss function so as to encode and decode

only the sparse component of each input vector. Since the

model learns general structures common to the sparse

components of the input vectors, it has the potential to

distinguish them not only from low-rank but also from any

background. After the training, the model can extract a

learned sparse component from any input signal with much

lower computational complexity than iterative algorithms of

robust principal component analysis (RPCA). In an

application to respiratory auscultation, continuous

adventitious sounds can be extracted as the sparse

components of the spectrograms of input auscultation

signals. It is experimentally demonstrated that a well-

generalized model that outperforms RPCA can be obtained

by learning only a few hundreds of windowed signals of an

auscultatory sound.
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I. INTRODUCTION

We aim to detect informative signal features of 

sequential data. While recurring and redundant features 

of temporal signals are likely derived from structural 

events, sparse outlying features indicate 

unusual/abnormal events of interest. Sequential data with 

redundant and sparse features can be represented by a 

low-rank and sparse (L+S) model in many cases. 

In fact, the L+S model applies well to a variety of time 

series data such as surveillance video (background+ 

foreground) [1, 2], optical-flow sequences (egomotion+ 

object motion) [3], music (accompaniment+singing voice) 

[4], etc. Respiratory auscultation sounds are also a typical 

example in medical practice [5–11]. Repeating breath 

sounds have low-rank structures in a time-frequency 

domain. In contrast, continuous adventitious sounds, e.g., 

wheezes and rhonchi, consist only of a few harmonic 
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partials with fluctuating fundamental frequencies, and 

their spectrograms show sparse and curved patterns. 

The robust principal component analysis (RPCA) [1, 

12] is a successful technique for capturing the low-rank

structure with its principal components while excluding

sparse outliers. One of the limitations of RPCA is that it

learns only principal components, which is particularly

helpless in many applications where the sparse

component is of interest. For example, the low-rank

background and sparse foreground obtained by RPCA

from a video are useless in the background subtraction of

any other video from a different viewpoint even if the

foreground is always common objects such as pedestrians.

In lung sound analysis, we would like to have a trainable

model that learns from auscultatory sound signals the

features of structured sparse spectrogram components of

wheezes and rhonchi in an unsupervised manner, just as a

doctor or nurse would from the auscultation experience.

In this paper, we propose unsupervised deep learning 

of sparse signal components that exploits low-rank and 

sparse priors for training. We employ a popular 

hourglass-like model with convolutional layers because it 

is reasonable for encoding and decoding sparse 

components. We train our model using the sum of nuclear 

and ℓ𝟏 norms, i.e., the objective function of RPCA as the

loss function to minimize with respect to the model 

parameters. Among the recent methods of deep learning-

based RPCA [13–16], ours is the most concise and 

practical way to separate sparse signals from mixtures 

with low-rank backgrounds. Our model and its 

unsupervised training are presented in section II. 

Once our model has learned enough sparse 

components, it can detect and extract them from any 

mixtures, not just those with low-rank ones. Therefore, 

we do not have to retrain the model to adapt to new 

backgrounds. This enables computationally efficient 

online separation of target signals whose features have 

been learned as the sparse components of training data 

sequences. In section III, we experimentally show that 

our model can be generalized well by learning only a few 

hundreds of windowed training signals in the context of 

continuous adventitious sound separation. 
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II. UNSUPERVISED DEEP LEARNING FOR ONLINE

SEPARATION OF SPARSE SIGNALS 

A. Low-Rank and Sparse (L+S) Sequential Data Model

Let {𝒅(𝑗)}  (𝑗 =  1, . . . , 𝑛)  be a sequence of 𝑚-

dimensional vector data. We assume that {𝒅(𝑗)} is a sum

of two sequences {𝒍(𝑗)}  and {𝒔(𝑗)}  with redundant (i.e.,

linearly dependent) and sparse features, respectively. The 

linear dependence of {𝒍(𝑗)} can be quantified as the low-

rankness of a 𝑚  by 𝑛  matrix 𝑳 = [𝒍(1), … , 𝒍(𝑛)] . The

sparsity of {𝒔(𝑗)}  can be measured as the number of

nonzero entries of 𝑺 = [𝒔(1), … , 𝒔(𝑛)].

For a given matrix 𝑫 = [𝒅(1), … , 𝒅(𝑛)], its L+S model

is the sum of the low-rank matrix L and the sparse matrix 

S. Fitting the L+S model to D can be posed as the

following convex optimization problem [1].

Minimize  
(𝑳,𝑺)

‖𝑳‖∗ + 𝜆‖𝑺‖1  subject to  𝑫 = 𝑳 + 𝑺    (1)

Here, the nuclear norm of L, ‖𝑳‖∗, is defined as the

sum of the singular values of L. The matrix ℓ1 norm of S,
‖𝑺‖1, is defined as the sum of the absolute values of the

matrix entries. Minimizing the nuclear norm ‖𝑳‖∗ and ℓ1

norm ‖𝑺‖1 promotes the low-rankness and sparseness of

L and S, respectively. The hyperparameter 𝜆 > 0 

balances these norms in the minimization. 

B. Dual Frame U-Net Model for Sparse Feature

Learning

We design a deep neural network model that 

sequentially separates learned sparse components. The 

model architecture is shown in Fig. 1. Our model takes a 

column vector 𝒅(𝑗)  of D as input, and outputs the

corresponding low-rank component 𝒍(𝑗)  and sparse

component 𝒔(𝑗). The encoding and decoding to produce

the sparse component 𝒔(𝑗)is handled by a dual frame U-

Net [17] with a set Θ of learnable parameters. The output 

of the low-rank component is simply computed as 𝒍(𝑗) =
𝒅(𝑗) − 𝒔(𝑗).

The dual frame U-Net has an hourglass structure with 

convolutional layers. A unique aspect of dual frame U-

Net is that the features right after pooling in the encoder 

are subtracted from the features right before upsampling 

in the decoder at each level. While the fine structure of 

the input 𝒅(𝑗) is lost at each pooling of the encoder, the

remaining coarse structure is processed for feature 

extraction down to the deeper levels. The dual frame U-

Net is an improved model of U-Net [18] that avoids this 

imbalance of fine and coarse structures, and is therefore 

suitable for learning sparse components with fine 

structure consisting of a small number of non-zero entries. 

Note that the dual frame U-Net in Fig. 1 consists of 1D 

convolution layers for lung sound analysis, where {𝒅(𝑗)}
is a sequence of the Fourier transforms of windowed 

signals and D is a spectrogram, i.e., the short time Fourier 

transform (STFT) of auscultatory sound. For analysing 

image sequences, one can design the same neural network 

architecture using 2D convolution layers, where 𝒅(𝑗)

represents a vector of pixel values of the 𝑗-th frame. The 

proper number of channels and layers depend on an 

application. 

Figure 1. Our U-Net-based model (for online lung sound separation). Given an 𝒎-dimentional column vecter 𝒅(𝒋) (𝒋 = 𝟏, … , 𝒏) of a 𝒎 by 𝒏 matrix 𝑫
(STFT of an auscultatory sound), the dual frame U-Net [17] outputs its sparse component 𝒔(𝒋) of 𝑺 (STFT of wheezes/rhonchi only). The model is

trained so that the matrices 𝑳 and 𝑺 storing the output {𝒍(𝒋)} and {𝒔(𝒋)} are as low-rank and sparse as possible by minimizing the nuclear and 𝓵𝟏 loss, 

respectively. 

C. Unsupervised Training with Nuclear and ℓ1 Norms

To train our model in Fig. 1, the same objective

function in Eq. (1) is used as the loss function. For a 

series of training inputs {𝒅(𝑗)}  (𝑗 = 1, … , 𝑛) , we

construct matrices 𝑳  and 𝑺  with the corresponding 

batches of model outputs, {𝒍(𝑗)} and {𝒔(𝑗)}, respectively

as their columns. Note that 𝑫 = 𝑳 + 𝑺 holds due to the 

model architecture. We optimize the parameter Θ so that 

the loss function is minimized: 

Minimize  
Θ

‖𝑳‖∗ + 𝜆‖𝑺‖1.  (2) 

This is unsupervised learning; the output data that the 

model should produce for the input do not need to be 
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explicitly given. It is theoretically reasonable to choose 𝜆 

to be 𝜆0 = 1/√max(𝑚, 𝑛) [1]. We recommend a larger

value of 𝜆 to avoid learning irrelevant features other than 

those of the sparse components of interest. 

For convenience, we use PyTorch [19], an autodiff 

framework with the singular value decomposition (SVD) 

and the optimizer Adam [20] available, to implement our 

L+S deep learning model and the loss function in Eq. (2). 

III. LUNG SOUND SEPARATION: EXPERIMENTAL 

COMPARISON WITH RPCA 

We experimentally show that our model in Fig. 1 can 

be trained to detect and output continuous adventitious 

sounds (wheezes/rhonchi). The left column of Fig. 2 

displays the waveforms and spectrograms of respiratory 

auscultation sounds used for the input to our model. The 

duration of every signal is about 12  seconds with a 

sampling frequency of 11.025kHz. An input sequence 

{𝒅(𝑗)} is given as positive frequency components of the

Fourier transforms of the windowed input signals. The 

window size and hop length are 2048  and 512, 
respectively. Consequently, D is a complex matrix of size 

1024 × 257 . Note that the spectrograms in Fig. 2 are 

displayed between 0 and 1kHz in dB. 

Figure 2.  Lung sound separation by our unsupervised deep learning method. The left column shows waveforms and their spectrograms of 
adventitious respiratory sounds (wheezes and/or rhonchi): (a) training sound T1, (d) training sound T2, (g) test sound Q1, and (j) test sound Q2. Each 

spectrogram is used as 𝑫 for the input to our model. The middle and right columns show the outputs, respectively 𝑳 and 𝑺, of our model. The 

waveforms of the model outputs are obtained by the inverse STFT of the spectrograms 𝑳 and 𝑺 shown below each. 

We trained our model on input sounds T1 and T2 

respectively shown in Fig. 2(a) and (d) using Adam with 
learning rate 10−3  for 800  epochs. It took about ten

minutes on a single NVIDIA Tesla K80 GPU. We set 𝜆 =

(a) (b) (c)

(d) (e) (f)

(g)    (i)

(j) (k) (l)
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3𝜆0 ≈ 0.094  because we found that a smaller value

would have resulted in noticeable false positive extraction 

for training data T1 and T2, and the model would learn 

features that are not related to the continuous adventitious 

sounds. 

A. Result of Our Method

The middle and right columns of Fig. 2 display the

waveforms and spectrograms of the low-rank and sparse 

output signals, respectively. We have confirmed that the 

model after training can output the low-rank and sparse 

spectrograms, L and S, as shown in Fig. 2(b) and (c) for 

T1, (e) and (f) for T2. This model was able to learn the 

adventitious sounds enough to output (c) and (f) for the 

training input T1 and T2, respectively. Although the 

ground-truth waveforms and spectrograms of breath and 

continuous adventitious sounds are not available by 

auscultation, rhonchi contained in the training input T1 

are clearly represented as the fragments of curves in the 

sparse spectrogram of (c). There remain weak curves in 

the low-rank spectrogram of (e), but the model almost 

never mis-extracts non-curve components as sparse 

components. 

We tested our model on input sounds Q1 and Q2 

respectively shown in Fig. 2(g) and (j). Both inputs 

contain rhonchi and their main frequency components are 

well extracted as the sparse components shown in (i) for 

Q1 and (l) for Q2. The extracted sparse components tend 

to form continuous curves in the spectrograms. Note that 

the forward propagation computation time required for a 

test output of 12  seconds was less than two hundred 

milliseconds on the GPU and several seconds on a single 

core of a modern CPU. This is enough for real-time 

processing. 

Figure 3.   Lung sound separation by robust principal component analysis (RPCA). The left column shows waveforms and their spectrograms as in 

Fig. 2. Each spectrogram is used as D in Eq. (1). The waveforms in the middle and right columns are obtained from low-rank and sparse spectrograms, 
L and S, shown below each, respectively. 

(a)    (c)

(d) (e) (f)

(g) (h) (i)

   (k) (l)
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B. Comparsion with RPCA Ressults

Figure 3 shows the results for the same auscultation

sounds by RPCA. The left columns of Fig. 3 display the 

waveforms and spectrograms of the input signals T1, T2, 

Q1, and Q2 in the same way as Fig. 2. The waveforms 

and spectrograms of the corresponding low-rank and 

sparse components obtained by RPCA are shown in the 

middle and right columns. We had to roughly find and set 

an adequate value of the hyperparameter 𝜆 in Eq. (1) for 

each sound: 𝜆 = 3𝜆0 for T1 and T2, and 𝜆 = 2𝜆0 for Q1

and Q2. When 𝜆 was set larger than these values, only a 

few parts of wheezes/rhonchi were extracted; when 𝜆 was 

smaller, the spectrogram S lost sparsity and S≈D. One 

advantage of using our model over RPCA is that it avoids 

this hyperparameter tuning during inference. 

For T1 and T2, the results (b), (c), (e), and (f) of RPCA 

in Fig. 3 are very similar to those of our method in Fig. 2. 

Figure 3(f) has more isolated instantaneous frequency 

components that are not relevant to the wheezes/rhonchi 

with curved patterns. While RPCA individually selects 

the instantaneous frequency components of the sparse 

spectrogram, our model decodes the sparse components 

by the convolution layers. This implies that our model is 

better at capturing structured sparse components, making 

the main difference between Figs. 2(i) and 3(i) and Figs. 

2(j) and 3(j). 

RPCA finds more curved patterns along with false 

positive extraction of irrelevant components for Q1 and 

Q2. RPCA could not, however, reduce this false positive 

extraction without increasing false negative extraction. It 

is also hard to obtain the result of RPCA in real-time. An 

ADMM-based algorithm took more than twenty times 

longer to converge than inference by our model. 

Although our model misses some weak harmonic partials 

of rhonchi for Q1 and Q2, it can efficiently find in input 

sounds the structured sparse components learned from T1 

and T2. It is expected that increasing training on 

auscultation sounds with low-rank and sparse structure 

will reduce false negative extraction. 

IV. CONCLUSIONS

Our L+S neural network modeling enables 

unsupervised deep learning of sparse components in the 

mixtures with low-rank components. After training only 

on a small number of data, the model gets generalized 

and is capable of fast online separation of signals with 

similar features as the learned sparse components. We 

discussed its advantages over RPCA in the application to 

lung sound separation. Even though quantitative 

evaluation is impossible in this application because 

ground truth is unavailable, we have confirmed that it is 

possible to build a deep neural network for signal 

processing that are orders of magnitude faster than RPCA. 

Further research should address quantitative evaluation 

on the generalization power to verify the advantages of 

our model having learned features. It is highly beneficial 

to apply not only the ℓ1  norm but also other sparsity-

inducing norms such as the nuclear norm to deep learning. 

The use of these norms as loss functions could realize 

unsupervised deep learning to yield highly generalized 

models even with a small amount of training data. 
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