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Abstract—This paper introduces a new feature extraction 

technique based on Time Sequence Analysis, combined with 

machine learning classification technique called Extreme 

Learning Machine (ELM), for automatic diagnosis of 

Obstructive Sleep Apnea (OSA) syndrome. The feature was 

extracted from Electrocardiogram (ECG) signal of patients 

with and without OSA. The ECG recordings were labelled 

as “Apnea” or “Normal” by experts’ examination. The data 

was freely available online from Physionet database. The 

feature extraction and classification algorithms were 

implemented on Matlab environment and the performance 

was evaluated in terms of OSA detection accuracy 

percentage. The aim of the study is to provide a low 

computational feature extraction technique for automatic 

OSA diagnosis. Simulation results show that OSA detection 

with 80.3% accuracy is possible using one feature only. It is 

concluded that the proposed technique offers OSA diagnosis 

with good enough OSA detection while reducing 

computation. 
 
Index Terms—Obstructive Sleep Apnea (OSA), Time 

Sequence Analysis (TSA), Extreme Learning Machine 

(ELM), detection accuracy 

 

I. INTRODUCTION 

Obstructive Sleep Apnea (OSA) is a common 

perturbation in sleep due to the inability of breathing 

which is caused when the upper airway closes completely 

[1]. It was reported that OSA increases the risk of type II 

diabetes [2], susceptibility to accidents and 

neurocognitive dysfunction. Furthermore, this syndrome 

increases the risk of acute stroke and yields to many more 

diseases [3]. Besides, OSA affects the daily lifestyle of 

the individuals, through tiredness causing low 

performance in their daily activities, since the individual 

suffers from interrupted sleep in order to breathe. Patients 

could be treated earlier and these consequences would be 

avoidedif OSA is detected or predicted at early stage. 

Traditional methods for OSA detection make use of 

Polysomnography (PSG) to obtain a set of signals 

including Electroencephalograph (EEG), respiratory 

movement, oral and nasal respiration, and oxygen 

saturation signal. Such technique is expensive, it requires 

more: sleep centers, pecular data acquisition systems and 
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specialised personnel with OSA diagnosis expert 

knowledge. These inconvenients are encouragement to 

develop simpler  and cheaper OSA diagnosis techniques. 

A number of automatic and low cost OSA detection 

methods have been proposed in Computers in Cardiology 

(CinC) challenge based on ECG waveform analysis and a 

comparison of their performance is discussed in [4]. The 

latter represents heart activity andconsists of five 

components P, Q, R, S and T. The relation between ECG 

waveform and OSA can be observed in hear rate 

variations i.e. the heart rate decreases during OSA events 

due to lack of inhaled oxygen [5]. The aim of this work is 

to develop a novel and reliable feature extraction 

algorithm with low computation complexity for 

automatic OSA diagnosis based on ECG recordings. The 

process involves three main steps: computing one feature 

from each minuteof ECG signal, training the machine 

learning with the features set and their associated labels 

(apnea and normal) for each minute, and finally testing 

the machine learning performance using cross validation 

leave-one-out method. 
Heart rate variability parameter has attracted the 

interest of more researchers who employed different 

methods to extract relevant information. In [6] authors 

performed sample entropy (SaEn) measure on a per-

minute basis on HRV of ECG signal. Sample entropy 

feature was classified using Fisher’s Discriminant 

Function (FDF) on its own which resulted in 70.3% of 

accuracy. Power Spectrum Density (PSD) of RR intervals 

was also computed and a vector of the first 20 features 

was applied to the classifier. The obtained accuracy with 

PSD features was not much different from sample 

entropy’s one (70.3%). Interestingly, the combination of 

SaEn and 20 PSD features achieved a higher accuracy of 

72.9%. Here, authors demonstrated that OSA 

classification performance can be possibly increased 

when joining two or more different features. However, 

the accuracy is not as good as what was achieved in CinC 

challenge [4]. Various features were extracted in both 

time and frequency domain from RR intervals and ECG-

Derived Respiration (EDR). Bivariate time-varying 

autoregressive model (TVAM) was developed in [7] and 

PSD was calculated as feature for both RR intervals and 

EDR signal with combination of K-Nearest Neighbour 

(KNN) and Neural Network (NN) classifiers. This 
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resulted in good accuracy performance of 88% accuracy. 

Permutation Entropy (PE) was recently applied to RR 

intervals time series in [8] along with 20 cepstrum 

coefficients from HRV. A matrix of 20 PSD values was 

also extracted from EDR signal. In total, 41 features were 

jointly classified using LR and Quadratic Discriminant 

Analysis (QDA) techniques. The performance of different 

features combinations were also investigated. The 

techniques proposed in this paper provided good OSA 

detection performance with 71.9% of sensitivity and 92.1% 

of specificity for LR and 75.1% of sensitivity and 90.5% 

of specificity for QDA. 

II. METHODS 

A. The Database 

A total of 35 sleep apnea ECG recordings for 

Computers in Cardiology Challenge 2000 were obtained 

from Physionet database [9]. These recordings originate 

from 32 different individuals of different age and sex who 

volunteered for previous studies related to OSA. Each 

recording contains one million samples captured at a rate 

of 100 samples/second with 16 bit resolution per sample. 

35 apnea annotations (labels) were provided for each 

recording, where each minute was labelled as normal “N” 

or apnea “A” by human experts through oxygen 

saturation and respiration signals analysis based on 

airflow and desaturation amplitudes properties. The 

recordings are classified into three groups: 20 recordings 

from “Group A” each containing 100 minutes of apnea or 

more, 20 recordings from “Group C” containing less than 

5 apneic minutes per recording and the remaining 10 

recordings belong to “Group B” which is a boundary 

group where each recording contains between 5 and 99 

apneic minutes. 

B. Pre-Processing 

An initial analysis of the data was carried out before 

any processing. This involved checking the data in time-

domain plot. This analysis revealed that four recordings 

in group C did not provide any information on heart 

activity. Therefore, only 26 recordings were used in the 

study. Each ECG recording was first segmented into 1 

minute epochs, from which the features will be calculated, 

since OSA annotations were provided on per-minute 

basis. Data was cleaned through a number of processes 

including DC drift cancellation, low pass and high pass 

filtering by means of Pan-Tompkins algorithm [10]. The 

latter was eventually used to identify the locations of 

QRS complexes of ECG signal. 

C. Features Extraction 

Time Sequence Analysis (TSA) was used in electrical 

field such as partial discharge to diagnose the degradation 

of the equipment [11]. This method involves the 

calculation of time difference between the 2
nd

 pulse and 

first pulse (ΔT21) and between the 3
rd

 pulse and 2
nd

 pulse 

(ΔT32) of a time series. The delta parameters are 

represented in 2-dimensional plot. This method is applied 

to temporal locations of R peaks where two consecutive 

RR interval time series (see Fig. 1) of each minute of the 

ECG recording are plotted in 2-dimensional as depicted 

in Fig. 2 and Fig. 3. In order to quantify the relationship 

between the 2-D parameters, Pearson correlation 

coefficient was calculated providing one feature per 

minute. Pearson correlation coefficient is a measure of 

linear relationship or the degree of co-variance between 

two variables and can be calculated using the following 

equation: 

𝜌 =
𝑐𝑜𝑣(𝑥,𝑦)

𝜎𝑥𝜎𝑦
                                  (1) 

where 𝑐𝑜𝑣(𝑥, 𝑦) =∑
(𝑥𝑖 −𝑥̅)

(𝑦𝑖−𝑦 ̅)

𝑁
𝑖=1  

𝑥̅  and 𝑦̅  are the mean values of x and y vectors 

respectively. 

 

Figure 1.  Time sequence analysis and RR intervals of ECG signal. 

 

Figure 2.  Time sequence analysis plot for normal minute. 

 

Figure 3.  Time sequence analysis plot for apneic minute. 
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A correlation coefficient value close or equal to one 

indicates that the variables are likely to be aligned on the 

same line. Whereas, a value close or equal to zero means 

that there is no linear relationship between the variables. 

A positive value is observed when both variables vectors 

increase simultaneously. In contrast, a negative value 

shows that variables of one vector increase while 

variables of the other vector decrease. 

D. Classification 

Extreme Learning Machine (ELM) is a non-linear 

single hidden layer feed-forward neural network for large 

data processing. It supports both regression and multi-

class classification. ELM has the advantage of high speed 

learning, no iterative tuning, low complex 

implementation and few users’ supervision requirement. 

Various applications such as cloud computing [12], and 

vehicle routing and gesture identification systems, as 

cited in [13], exploit ELM for these advantages. 

ELM theory is explained in [14] as follow. Given N 

training input samples (xi, ti) where xiϵR
n
 is the data 

vector and tiϵR
m 

is the labels vector. ELM process 

involves the following three main steps: 

1) Assign random weight wito the input samples 

where i= 1, …, Ñ. 

2) Compute the hidden-layer output matrix H 

=[h(x1),…,h(xN)]
T
 using the activation function 

“g(x)” as expressed in (2). 

h(xi)= g(xi.wi)                                (2) 

3) Calculate the weight matrix β using the expression 

in (3).  

β= H
†
T = [β1,…, βL]                            (3) 

where H+ is the Moore-Penrose pseudoinverse and T = 

[t1, …, tN]. 

This algorithm operates with a number of activation 

functions provided by ELM such as sigmoidal, radial 

basis, sine etc. Given the testing input samples (xi) with 

unknown labels, ELM would provide the estimated 

output based on the calculated β in the training phase and 

on the computed H matrix. 

III. RESULTS 

One feature was extracted per minute per ECG 

recording from TSA. The feature is computed by Pearson 

correlation coefficient of Nx2 vector of ΔT21 and ΔT32. 

Cross validation leave-one-out method was used for 

training and testing the machine learning algorithm, 

where 25 subjects were used for training and one subject 

was left for testing. This process was performed 26 times, 

leaving different subject in each iteration. The average of 

all testing accuracies resulting from each iteration was 

calculated to determine the total OSA diagnosis accuracy. 

The Nx1 feature vector was implemented to ELM 

classifier along with labels of each minute for training 

stage where N is the total number of minutes in 25 

subjects. Similarly, the Mx1 feature vector for one 

subject was implemented to ELM without the labels to 

validate the algorithm’s performance. This resulted in 

good and acceptable performance with testing accuracy 

of 80.3%. In [15] authors performed OSA diagnosis using 

ELM classification and achieved 87.7% accuracy. 

However, they computed a matrix of 68 features which 

requires increased computation, with respect to our study 

which only utilises one feature. In [16] authors attempted 

to detect OSA using two features Power Spectral Density 

(PSD) and Sample Entropy computed over RR intervals 

of ECG signal. Fisher’s Distribution Function (FDF) 

method was used for classification. The testing accuracy 

was lower than the present study, with a percentage of 

72.9%. The work detailed within this paper provides 

acceptable performance with low computational 

requirements which are suitable for application on low 

cost hardware when combined with the ELM. 

IV. CONCLUSION 

This paper addressed the problem of OSA diagnosis 

that has serious implications on individual’s health and 

lifestyle. The aim and objectives were achieved 

successfully. It is found that correlation coefficient of 

TSA representation, extracted from each minute of ECG 

recordings is a potential feature for automatic OSA 

detection with low computation, good enough accuracy 

which is in line with previous papers. ELM technique can 

eventually be used as classification algorithm for OSA 

prediction. As future work, the proposed feature 

extraction technique could be investigated further to 

employ different statistical analysis approaches such as 

applying 3-D representation of three consecutive RR time 

series, or finding Gaussian mean and standard deviation 

of 2-D or 3-D time sequences. TSA could also be applied 

in different fields for monitoring and diagnosis or in 

applications that require low computation. It could also 

be applied in different fields for monitoring and diagnosis 

or in applications that require low computation. 
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