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Abstract—The recent technology in digital computing 

created many ways of drowsiness detection. This is 

important because of the increased numbers of accidents 

caused by drowsy drivers. In this paper, an approach for 

detecting drowsiness state by continuously analyzing EEG 

signals is proposed. Using a single dry-sensor EEG headset, 

a real-time system that monitors and analyzes the EEG 

signal of the driver is developed. It automatically produces 

an alarm to alert the driver via an Android mobile 

application in case of detecting stage-one sleep. In addition 

to being portable, the system reached an average accuracy 

of 97.6% with a low false positive rate in a sample of 60 

subjects using the statistical characteristics of the EEG 

waves.  

 

Index Terms—drowsiness detection, EEG classification, 

neural networks, mobile app 

 

I. INTRODUCTION 

Driving for a long period causes excessive fatigue and 

tiredness; these in turn make the driver sleepy or lose 

awareness [1]. With the rapid increase in the number of 

accidents daily, the need arises to design a system that not 

only keeps the driver focused on the road but also alerts 

him before falling into sleep while driving. This system 

has to be an affordable, reliable, real-time and easily used. 

Our goal is to develop a system that can be used as a 

medical mobile app. Mobile applications are everywhere, 

the buzz around mobile apps extends from the pages of 

the newspapers to of course, the screen of our phones. A 

mobile app is a computer program designed to run on 

smartphones, tablet computers, and other mobile devices. 

Apps are usually available through application 

distribution platform. This began appearing in 2008 and 

is typically operated by the owner of the mobile operating 

system, such as the Apple App Store, Google Play, 

Windows Phone Store, and BlackBerry App World. 

Usually, they are downloaded from the platform to a 

target device, but sometimes they can be downloaded to 

laptops or desktop computers. Mobile apps originally 

offered for general productivity and information retrieval, 

including email, calendar, contacts, stock market and 

weather information. However, public demand and the 

availability of developer tools drove rapid expansion into 

other categories, such as those handled by desktop 
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application software packages. As with other software, 

the explosion in number and variety of apps made 

discovery a challenge. That in turn led to the creation of a 

wide range of review, recommendation, and certain 

sources, including blogs, magazines, and dedicated online 

app discovery services. In this paper, a mobile app for 

detecting the driver’s fatigue is proposed. The proposed 

technique depends on using the recorded signals from the 

scalp electrodes that measure electrical activity in the 

brain during different awareness states. The process of 

recording these signals is known as 

Electroencephalography (EEG) [2]. The EEG has four 

main types; they can be classified according to its 

frequency. These types include: 

 Delta: has a frequency of 4Hz or below. It tends to 

be the highest in amplitude and the slowest waves. 

It is detected during deep sleep. 

 Theta: It has the frequency range from 4Hz to 7Hz. 

It is detected during slight sleep. 

 Alpha: It has the frequency range from 8Hz to 

12Hz. It is detected during relaxation and closing 

the eyes. 

 Beta: It has the frequency range from 13Hz to 

30Hz. It is detected during alert, active and busy 

status.  

When the eyes are closed, Alpha waves are detected. 

Thus to detect a driver’s fatigue, his EEG patterns are 

expected to change from Beta to Alpha waves. 

In the last few years, toys that have been designed for 

entertainment purposes have the ability to detect simple 

EEG signals. These devices use a single dry-electrode to 

record the EEG signal [3]. That, of course, is different 

from the EEG medical devices use multiple electrodes, to 

record EEG signal at multiple locations from the 

subject’s scalp [4], [5]. These EEG headsets are 

comfortable, and they offer simple EEG recording 

capability. That is why we used them in our experimental 

study. One such EEG headset is the NeuroSky mobile 

brainwave starter kit [3]. In the proposed approach, we 

continue our previous work with the Neurosky mind 

wave that the EEG signals were collected with. Then 

features were extracted, and classified. The proposed 

approach has proved its efficiency in the context of 

drowsiness detection. 
The rest of the paper is organized as follows. Section II 

presents a review of related research. In Section III, the 
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proposed approach is presented in detail. Section IV 

presents results and discussions. Finally, the conclusion is 

presented in Section V. 

II. RELATED RESEARCH 

EEG has been clinically used to monitor driver and 

pilot drowsiness [4], [5]. However, these EEG devices are 

impractical for everyday driver drowsiness detection 

because of the use of medically grade expensive 

equipment that needs specific conditions and preparations 

for effective monitoring [3]. 

Recently, many studies are performed trying to design 

systems that can detect the drowsiness of a driver while 

driving in real time. For instance, a study was made to 

design and test real-time stage one sleep detection and 

warning system using a single dry-sensor EEG headset 

[3]. Stage-one sleep is indicated when the amplitude of 

the signal transmitted is low, and signal power at higher 

frequencies has been attenuated. When the EEG 

transitions resemble that of stage one sleep, the device 

produces an auditory alarm. The system proved 81% 

effective in detecting sleep in a small sample group. In 

62% of the cases, stage-one sleep was detected after an 

average of 8.4 seconds. In 19% of the cases, the sleep 

algorithm indicated sleep in 30 seconds to 20 minutes 

before stage 1 sleep was indicated. This system has a risk 

of high false alarm rate (up to 14%) and a limited number 

of test subjects (only 16). Also, the test was not 

performed on sleep-deprived subjects who were trying to 

stay awake. 

People are using their mobile phones while driving, 

especially texting, also called texting and driving. It is the 

act of composing, sending, reading text messages, email 

or making other similar use of the web on a mobile phone 

while operating a motor vehicle. Texting while driving is 

considered dangerous by many people, including 

authorities, and in some places has either been outlawed 

or restricted. An American Automobile Association study 

showed that 47% of teens admitted to being distracted 

behind the wheel because of texting and 40% of 

American teens say they had been in a car when the 

driver used a cell phone in a way that put people in 

danger [6]. A study involving commercial vehicle 

operators conducted in September 2009 concluded that 

though the incidence of texting within their dataset was 

low, texting while driving increased the risk of an 

accident significantly [7]. The scientific literature on the 

dangers of driving while sending a text message from a 

mobile phone is limited but growing. A simulation study 

at the Monash University Accident Research Center 

provided strong evidence that retrieving and, in particular, 

sending text messages has a detrimental effect on many 

safety-critical driving measures [8]. That means instead 

of falling asleep the driver loses his attention of the road. 

In this case, the drowsiness detection systems will lose its 

advantage as the driver will be focused but not on the 

road, and the system will not be effective. 

Our main goal is to prevent the accident by any means 

necessary. Therefore, by extending our system into a 

mobile app, we are hitting two birds with one stone, 

because when the system is used as a mobile app the 

driver will not be able to use his mobile while driving. 

That will raise the chances of paying attention to the road 

and making the driver focus on the road, as he cannot use 

his mobile. 

Previously, an effective low-cost EEG classification 

technique for detecting drivers' drowsiness and alerting 

them in real time was proposed [9]. The presented 

approach employed Neurosky Mindset, which is an EEG 

device using a single dry-sensor electrode that can be 

mounted at position Fp1 on the forehead. It also uses an 

ear clip for grounding. The Neurosky Mindset is shown 

in Fig. 1. 

 

Figure 1.  Neurosky mind wave [3] 

It uses Bluetooth technology to send data to the 

hardware host for analysis. It also includes a notch filter 

to eliminate 60Hz noise from a power source. 

The previous system used the captured EEG raw 

waves via the dry sensor and displayed them in real time 

in MATLAB. EEG were processed, followed by feature 

extraction and then classification to detect the state of the 

subject while driving by continuous EEG monitoring and 

analysis. A screen shot of the system is shown in Fig. 2. 

 
(A) 

 
(B) 

Figure 2.  The automatic classification system: A) the case of the awake 
condition, B) the case of sleep condition [9] 

III. PROPOSED APPROACH 

In this paper, a mobile-based application for detecting 

drowsiness while driving is proposed. The Neurosky 
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mobile mindset, which is shown in Fig. 3, will be used in 

this system. 

 

Figure 3.  The Neurosky mobile mindset [10] 

The proposed approach consists of two stages as 

following below. 

A.  Offline Detection System 

The offline system consists of five steps as shown in 

Fig. 4. 

 

Figure 4.  Block diagram of the training phase 

In the first step, the initial data were collected by using 

the Neuroview software, which allowed us to record a 

single channel EEG signal. It produces a .CSV file which 

is then read into MATLAB. The used dataset was 

collected from 60 subjects with ages between 20 and 50 

years and consists of 600 raw wave EEG signals. In the 

recording phase, ten different signals from each subject in 

different awareness conditions were recorded. Moreover, 

from each subject, we took five awake normal EEG 

signals while driving, and another five signals while the 

subject was drowsy (not sleeping for 24 hours) while 

driving under good observation. Thus, we had 10 EEG 

recordings from each subject that made a dataset of 600 

signals divided into 300 awake signals and 300 sleep 

signals with different times from 10 seconds to over 1 

minute long. Then, the collected signals were divided into 

400 signals for training and 200 signals for testing. 

Moreover, for the processing step, these EEG raw wave 

signals are processed with the MATLAB to extract the 

features that can differentiate between awake and sleep. 

The processed raw waves consist of 512 samples 

multiplied by the number of seconds for each record that 

gave us an array of numbers to extract the features. In this 

step and according to the previous work [9], we did not 

use the frequency-based features which includes; the 

Power Spectral Density (PSD) amplitude of the Fourier 

transform of the signal within the period from 1Hz to 

30Hz as frequencies from 1Hz to 16Hz increase during 

fall into sleep while frequencies from 17Hz to 30Hz 

increase during the awake condition. Instead, we used the 

statistical features as they gave us the best accuracy. 

These include; the maximum and minimum values of 

each signal, mean values, standard deviation, and the 

median values. 

For the classification step, a neural network classifier 

with back propagation is used to classify awake and 

stage-one sleep classes. We specially used the neural 

network classifier as it has been widely used in many 

medical applications like leukemia classification [11], 

automatic diagnosis of liver diseases [12], and diagnosis 

of cardiac arrhythmias [13], protein classification [14] 

and many other applications [15]-[21]. The network has 

three layers; the first one is the input layer that has 5 

neurons, the second layer is the hidden later with 20 

neurons, and finally, the third layer is the output layer 

that has 1 neuron. The output is decoded as 0 to represent 

sleep and 1 to represent awake. 

B. Online Android Application 

By using Developer Tools 3: Android and Android 

Studio 1.2.1.1 [22], we were able to create Mind Wave 

Mobile compatible Android application that could sense 

the users’ brainwaves and compare these waves with 

stored default collected data from the offline detection 

system. Thus, a continuous monitoring of the signal is 

performed. Each one second the system displays the 

captured EEG signal and makes the analysis and 

classification. And because the classification depends on 

only five statistical features, the processing is done in no 

time. So, after this one second, if the captured signal is 

classified as awake, the system displays the result and 

repeats the process, and if the captured signal is classified 

as sleep, the system displays the result and produces a 

loud alarm for 20 seconds to alert the driver and repeats 

the process and so on. Fig. 5 shows the two conditions of 

the system. 

 
(A)                                                   (B) 

Figure 5.  The system as a mobile app: A) the case of the awake 
condition, B) the case of sleep condition 

IV. RESULTS AND DISCUSSION 

In this section, results and analysis of the proposed 

approach is presented. Table I shows the set of features 
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that were used in the feature extraction step. The best 

accuracy was given when we used a set of statistical 

time-domain and frequency domain features. Details on 

the experimental setup and the obtained results are found 

in [9].  

TABLE I.  THE RELATION BETWEEN THE ACCURACY AND THE USED 

FEATURES 

Used Features Accuracy % 

Statistical Features 97.3 

Frequency based feature 93 

Mix between statistical and frequency based 
features 

95 

 

Figure 6.  Confusion matrix 

 

Figure 7.  ROC curve 

The output of the classifier in the training and testing 

phase for the first direction of work is shown in Fig. 6. In 

this figure, class 1 denotes the awake signals; meanwhile 

class 2 denotes the sleep. As shown in the figure, the 

classification accuracies for awake and sleep are 98.5% 

and 96% respectively. Thus, the average accuracy is 

97.3%. Also, the false positive rate is 2% which is 

acceptable in this context. 

The ROC curve is shown in Fig. 7. It shows that the 

used classifier has good performance since the curve 

almost touches the perfect performance point in the top 

left corner. 

As presented in the previous analysis, the proposed 

system is effective since it yielded an acceptable accuracy. 

Also, it is affordable, real-time, and portable. 

V. CONCLUSION 

In this paper, an efficient system for the classification 

of EEG to predict drivers’ drowsiness system mobile app 

is presented. The obtained average classification accuracy 

is 97.3% in real time with a low false positives rate. The 

proposed system has the following advantages in 

comparison with similar approaches. First, it is highly- 

affordable as it employs only one electrode, it is lighter in 

weight than the ordinary EEG devices, and less expensive. 

Second, the proposed system which is less complex as the 

classifier uses only five well-discriminating features 

between awake and sleep signals which minimizes the 

analysis time. Third, the system is mobile-based which 

makes it portable and available everywhere easily. 

REFERENCES 

[1] American Academy of Sleep Medicine. (2013). Drowsy driving. 

[Online]. Available: 
http://www.aasmnet.org/resources/factsheets/drowsydriving.pdf 

[2] Electroencephalography. [Online]. Available: 
http://en.wikipedia.org/wiki/Electroencephalography 

[3] B. V. Hal, “Real-Time stage 1 sleep detection and warning system 

using a low-cost EEG headset,” Master thesis, Grand Valley State 
University, USA, 2013. 

[4] S. K. Lal, A. Craig, P. Boord, L. Kirkup, and H. Nguyen, 
“Development of an algorithm for an EEG-based driver fatigue 

countermeasure,” Journal of Safety Research, vol. 34, no. 3, pp. 

321-328, 2003. 
[5] H. Merica and R. D. Fortune, “State transitions between wake and 

sleep, and within the ultrafine cycle, with focus on the link to 
neuronal activity,” Sleep Medicine Reviews, vol. 8, no. 6, pp. 473-

485, 2004. 

[6] M. Madden and L. Lehnart, Teens and Distracted Driving, 
Washington, DC: Pew Research Center, 2009. 

[7] J. Bocanegra, et al., “Driver distraction in commercial vehicle 
operations,” Technical Report No. FMCSA-RRR-09-042, U.S. 

Department of Transportation, 2009. 

[8] S. G. Hosking, K. L. Young, and M. A. Regan, “The effects of 
text messaging on young novice driver performance,” in 

Distracted Driving, Sydney, NSW: Australasian College of Road 
Safety, 2007, pp. 155-187. 

[9] A. S Abdel-Rahman, A. F. Seddik, and D. M. Shawky, “An 

affordable approach for detecting drivers’ drowsiness using EEG 
signal analysis,” in Proc. 4th International Conference on 

Advances in Computing, Communications and Informatics, 
August 10-13, 2015. 

[10] Neurosky Brain Computer Interface Technologies, NeuroSky 

MindSet Instruction Manual, 2009. 

[11] A. F. Seddik, “Computer based acute leukemia classification,” in 

Proc. IEEE 46th Midwest Symposium on Circuits and Systems, 

2003, pp. 701-703. 

[12] S. A. Azaid, M. W. Fakhr, and A. F. Seddik, “Automatic diagnosis 

of liver diseases from ultrasound images,” in Proc. International 

Conference on Computer Engineering and Systems, 2006, pp. 313-

319. 

[13] M. A. Hadhoud, M. I. Eladawy, and A. F. Seddik, “Computer 

aided diagnosis of cardiac arrhythmias,” in Proc. International 

Conference on Computer Engineering and Systems, 2006, pp. 262-

265. 

International Journal of Signal Processing Systems Vol. 4, No. 5, October 2016

©2016 Int. J. Sig. Process. Syst. 435



[14] A. F. Seddik and D. M. Shawky, “A novel approach for protein 
classification using Fourier transform,” World Academy of Science, 

Engineering and Technology, vol. 4, pp. 192-197, 2010. 

[15] D. M. Shawky and A. F. Seddik, “A feature selection method 
using misclassified patterns,” International Journal of Computer 

Theory and Engineering, vol. 3, no. 5, 2011. 
[16] M. A. Hadhoud, M. I. Eladawy, and A. F. Seddik, “Automatic 

global localization of the heart from cine MRI images,” in Proc. 

International Symposium on IT in Medicine and Education, 2011, 
pp. 35-38. 

[17] M. A. Hadhoud, M. I. Eladawy, A. F. Seddik, F. M. Montevecchi, 
and U. Morbiducci, “Left ventricle segmentation in cardiac MRI 

images,” American Journal of Biomedical Engineering, vol. 2, no. 

3, pp. 131-135, 2012. 
[18] F. A. Hashim, N. M. Salem, and A. F. Seddik, “Automatic 

segmentation of optic disc from color fundus images,” Jokull 
Journal, vol. 63, no. 10, pp. 142-153, 2013. 

[19] S. Naeem, A. F. Seddik, and M. Eldosoky, “Comparison between 

using linear and non-linear features to classify uterine 
electromyography signals of term and preterm deliveries,” in Proc. 

30th National Radio Science Conference, 2013. 
[20] A. F. Seddik and D. M. Shawky, “A low-cost screening method 

for the detection of the carotid artery diseases,” Knowledge-Based 

Systems, vol. 52, pp. 236-245, 2013. 
[21] A. A. Wahba, N. M. Khalifa, A. F. Seddik, and M. I. Eladawy, “A 

finite element model for recognizing breast cancer,” Journal of 
Biomedical Science and Engineering, vol. 7, no. 5, 2014.  

[22] N. Smyth, Android Studio Development Essentials, 2nd ed., 

Paperback, July 22, 2014. 
 

 
Ahmed S. Abdel-Rahman received his BSC 

in 2009 from Department of Biomedical 

Engineering, Helwan University. He is 
currently working as a biomedical engineer at 

Suez Canal Authority. His research interests 

include signal processing, classification, 
artificial intelligence and mobile apps. He is 

currently a MSC student at Biomedical 

Engineering Department, Helwan University. 

A. F. Seddik has received his B.Sc., MSc., 
and Ph.D. degrees in electronics and 

communication engineering in 1993, 1998, 

and 2002 respectively. 
All degrees were received from Cairo 

University, Faculty of Engineering. He has 
been working as a full professor and head of 

the Biomedical Engineering Department at the 

Faculty of Engineering, Helwan University, 
Egypt. Currently, he is the Dean of Faculty of 

Computer Science, Nahda University, Egypt. His main research 
interests include medical signal analysis, e-health, cloud computing, big 

data analysis and software engineering. He is also a consultant in the 

field of information technology and biomedical engineering for public 
and private sectors since 1997. 

 
 

 

M. Shawky has received a B.S. degree in 
electronics and communication engineering, 

an M.S. degree in computer engineering, and a 

Ph.D. degree in engineering mathematics. All 
degrees were received from Cairo University, 

Faculty of Engineering (CUFE). She has been 

working as an associate professor at the 
Engineering Mathematics Department in 

CUFE since 2012. She is a member of the 

IEEE Computer Society and IEEE Cloud 
Computing Community. Her current research interests include data 

analysis, software engineering, cloud computing and computational 
intelligence. 

 

 
 

 

 
 

 
 

 

International Journal of Signal Processing Systems Vol. 4, No. 5, October 2016

©2016 Int. J. Sig. Process. Syst. 436




