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Abstract—In this paper, the new method to improve speaker 

recognition efficiency has been proposed. In this new 

method firstly, silence of the sentences has removed and 

secondly different train and test data with -5, 0, 5 and 10 dB 

signal to noise ratio has made artificially. Spectral Subband 

Centroid (SSC) and Linear Predictive Cepstral Coefficient 

(LPCC) features were extracted and then Gaussian Mixture 

Models (GMM) of speakers has built and identification tests 

with clean and noisy TIMIT database have been used. In the 

used TIMIT database, train and test samples of the speech 

at a ratio of 9 to 1 are used. Implementation results with 

comparison between different characteristics for speaker 

recognition, shows that SSC feature coefficients versus the 

other feature in different SNRs, has the better results. 

Because of some weakness of LPCC method, the new 

proposed method, with using SSC feature could cover these 

weaknesses, therefore combination of SSC and LPCC 

features will increases the efficiency of the speaker 

recognition 2.9 percent, and speaker recognition efficiency 

will be 99.1%. 
 

Index Terms—speaker recognition, Gaussian mixture model, 

feature extraction, expectation maximization, TIMIT 

database 

 

I. INTRODUCTION 

Feature extraction is the key part of the front-end 

process in speaker identification systems. The 

performance of Speaker Identification (SI) system is 

highly related on the quality of the selected speech 

features. Most of the current proposed SI systems use 

Mel frequency Cepstral Coefficients (MFCC) and Linear 

Predictive Cepstral Coefficients (LPCC) as feature 

vectors [1].  

Currently, researches are focusing on improving these 

two cepstral features [2] or appending new features on 

them [3]. In feature extraction techniques, Cepstral 

features will be shown with a matrix of coefficients. By 

the features extracted from speech signals and a statistical 

model, a unique identity for each person who is registered 

in the system build, will be extracted. 

The first step in this paper, Gaussian Mixture Models 

(GMM) as a statistical model for speaker independent 

recognition is used. Secondly, from a global model, the 

context will be used for speaker recognition [4]. It has 
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been proven that GMMs are very effective to model the 

speaker's identity, Because of the Gaussian model shows 

spectral forms of speaker properly. In addition, universal 

model improves Gaussian mixture model calculations for 

speaker decision-making. Also, Expectation 

Maximization (EM) algorithm which is an effective 

technique for discovering answers of maximum 

likelihood of model, used in the universal model training 

phase [5]. 

This paper briefly describes advanced techniques to 

improve the accuracy of speaker recognition. Laboratory 

assessments have been carried out on TIMIT English 

database consisting of 630 audio speakers which is 

recorded by a good quality microphone. System uses a 

large amount of input speech of all speakers for the 

universal model training phase and a model is created for 

each speaker. For the testing phase, some other speech 

utterances different from training set is used. At 

continuation of this paper, feature extraction method and 

results and conclusions will present. 

II. FEATURE EXTRACTION 

A. Framing 

Variations of voice in a large area are not stationary; 

therefore short time consideration of a voice will use in 

calculations which is steady state. In other words, due to 

the characteristics changing of the speech signal over 

time and in a nonstationary way (namely the statistical 

properties of the signal varies over time), feature 

extraction, does not provide reliable information from a 

relatively large area. 

Audio signals are generally produced with stable 

position in 80-200ms from vocal tracts. That is why 

speech is divided into frames of 20 to 30ms, and then 

features are extracted from each frame, in which case the 

audio signal can be assumed stationary. Frames are 

usually selected so that they overlap each other. The 

overlap is usually selected 10 to 15ms [5]. 

B. Pre-Processing 

To eliminate the effects of sudden changes in 

continuous time signal, the signal must pass through a 

filter first, called pre-emphasis filter. One of the reasons 

for the use of pre-emphasis filter is that filter effectively 

removes the spectral effects of the larynx (the poles) and 

lips (a zero). The filter also eliminates sudden signal 
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changes in the environment caused by the severe noise 

and it will be the same as the signal [6]. 

C. Windowing 

At this phase, each frame separately multiplied by a 

window signal to reduce the effect discontinuity at the 

beginning and end of each frame. Select the window is 

very important because the margins of a frame are 

effective in decreasing and increasing of error signal. For 

this reason, you should use a window narrow uniformly 

margins of the frame. The best window for use has a 

narrow main lobe and side lobe levels slightly in 

frequency response. If the window displayed with w(n), 

applying the window will be according to (1). 

𝑋̅𝑘(𝑛) =  𝑋𝑘 ∙ 𝑊(𝑛) , 0 ≤ 𝑛 ≤ 𝑁 − 1              (1) 

where N is the number of samples in a frame, and k is the 

frame number. 

 
Figure 1.  Hanning and Hamming windows. 

Hanning and Hamming windows usually use in such 

applications and their mathematically relationships are in 

the form of (2) and (3) [7]. Also Fig. 1 shows the shape of 

hanning and hamming windows. 

𝐻𝑎𝑚𝑚𝑖𝑛𝑔: 𝑊(𝑛) = 0.54 − 0.4 6𝐶𝑜𝑠
2𝜋 𝑛

𝑁−1
, 0 ≤ 𝑛 ≤ 𝑁  (2) 

𝐻𝑎𝑛𝑛𝑖𝑛𝑔: 𝑊(𝑛) =  
1

2
(1 − 𝐶𝑜𝑠 

2𝜋 𝑛

𝑁−1
) , 0 ≤ 𝑛 ≤ 𝑁 − 1   (3) 

D. Spectral Subband Centroid (SSC) 

Spectral Subband Centroids [8]-[11] (SSC) are an 

alternative for Cepstral coefficients. SSCs are computed 

as the centroid frequencies of subband spectra and they 

give the locations of the local maxima of the power 

spectrum. SSCs have been used for speech recognition 

[8], [9], audio fingerprinting [10] and speaker recognition 

[11]. 

If the frequency band [0, Fs/2] would be divided into 

M subbands, Fs is the sampling frequency. For the m
th

 

subband, let its lower and higher edges be lm and hm 

respectively. Furthermore, let the filter shape be ωm(f) 

and P
γ
(f) be the power spectrum at location f raised to the 

power of γ. The m
th

 subband centroid, according to [9], is 

defined as (4). 

𝐶𝑚 =
∫ 𝑓𝜔𝑚(𝑓)𝑃𝛾(𝑓)𝑑𝑓

ℎ𝑚
𝑙𝑚

∫ 𝜔𝑚(𝑓)𝑃𝛾(𝑓)𝑑𝑓
ℎ𝑚

𝑙𝑚

                (4) 

Note that the term ωm(f). P
γ
(f) can be viewed as a bias 

which influences the location of subband centroid. A 

peak in this term leads to a higher weight in the 

corresponding f. Typically, ωm(f) takes on the shape of 

either a square window (ones over the m
th

 subband and 

zeros everywhere else) or a triangular window (which 

gives a maximum response around its center and 

decreases towards both of it edges). In the case of 

MFCCs, ωm is a triangular window. This same window is 

used here. The use of parameter in this function is rather 

a design parameter and is not motivated by any 

psychological aspect of hearing. This parameter has been 

used elsewhere in the literature [12] as part of feature 

extraction (which is called a two-dimensional root 

spectrum) for speech recognition. According to [12], this 

design parameter can be optimized according to the given 

data set and task. Hence, the introduction of γ is only for 

practical reasons from engineering point of view. In this 

paper, γ is set to 1. 

Firstly, when there is no speech, SSCs in a given 

frequency subband tend to be the center of the band. On 

the other hand, with the presence of speech, SSCs show 

some regular trends: the trajectory of SSCs in a given 

subband actually locates the peaks of the power spectrum 

limited in that given subband [8]. Secondly, the medium 

to long-term time-trajectory of SSCs can be an interesting 

feature set as well, as demonstrated in [13]. Thirdly, if 

there are not enough centroids, then SSCs will not cover 

enough information. On the other hand, if there are too 

many centroids, additional centroids will only add to the 

unnecessary dimensionality of the data, without adding 

any more information.  

E. Linear Predictive Cepstarl Coefficient (LPCC) 

Linear Prediction is widely used in speech recognition 

and synthesis systems, as an efficient representation of a 

speech signal’s spectral envelope. According to [14], it 

was first applied to speech analysis and synthesis by Saito 

and Itakura [15] and Atal and Schroeder [14].  

There are two ways to compute the LP analysis, 

including autocorrelation and covariance methods. In this 

paper, LPC-related features are extracted using the 

autocorrelation method.  

Assume the n
th

 sample of a given speech signal is 

predicted by the past M samples of the speech such as (5). 

𝑥̂(𝑛) = 𝑎1𝑥(𝑛 − 1) + 𝑎2𝑥(𝑛 − 2) + ⋯ + 𝑎𝑀𝑥(𝑛 − 𝑀) 

= ∑ 𝑎𝑖𝑥(𝑛 − 𝑖)𝑀
𝑖=1  

To minimize the sum squared error between actual and 

predicted present sample, the derivative of E with respect 

to ai is set to zero which is shown in (6). 

∑ 𝑥(𝑛 − 𝑘)(𝑥(𝑛) − ∑ 𝑎𝑖𝑥(𝑛 − 𝑖))𝑀
𝑖=1𝑛 = 0     (6) 

If there are M samples in the sequence indexed from 0 

to M-1, the (6) can be expressed in the matrix form as (7) 

and (8). 

International Journal of Signal Processing Systems Vol. 4, No. 4, August 2016

©2016 Int. J. Sig. Process. Syst. 296



[
𝑟(0) ⋯ 𝑟(𝑀 − 1)

⋮ ⋱ ⋮
𝑟(𝑀 − 1) ⋯ 𝑟(0)

] [
𝑎1

𝑎𝑀−2
] = [

𝑟(1)

𝑟(𝑀 − 2)
]   (7) 

𝑟(𝑘) = ∑ 𝑥(𝑛)𝑥(𝑛 + 𝑘)𝑁−1−𝑘
𝑛=0   (8) 

To solve the matrix (7) and (8), O(M
3
) multiplications 

is required. However, the number of multiplications can 

be reduced to O(M
2
) with the Levinson-Durbin algorithm 

which recursively compute the LPC coefficients. The 

recursive algorithm is described in (9). 

Initial values:  
𝐸0 = 𝑟(0)   (9) 

With m≥1, the recursion formulas (10) to (14) are 

performed. 

𝑞𝑚 = 𝑟(𝑚) − ∑ 𝑎𝑖(𝑚−1)
𝑚−1
𝑖=1 𝑟(𝑚 − 𝑖) (10) 

𝑘𝑚 =
𝑞𝑚

𝐸(𝑚−1)
   (11) 

𝑎𝑚𝑚 = 𝑘𝑚 (12) 

𝑎𝑖𝑚 = 𝑎𝑖(𝑚−1) − 𝑘𝑚𝑎(𝑚−1)(𝑚−1)  𝑓𝑜𝑟 𝑖 = 1,2, … , 𝑚 − 1 
(13) 

𝐸𝑚 = 𝐸𝑚−1[1 − 𝑘𝑚
2]                        (14) 

If m<M then m will increase or stop. 

where km is the reflection coefficient and the prediction 

error Em decreases as m increases.  

Thus, LPC coefficients are generally transformed into 

other representations, including LPC Reflection 

Coefficients and LPC Cepstral coefficients. LPC Cepstral 

coefficients are important LPC-related features which are 

employed in speech recognition research frequently. They 

will compute directly from the LPC coefficients ai using 

the recursion formulas (15) to (17). 

𝑐0 = 𝑟(0)   𝑖𝑛𝑖𝑡𝑖𝑎𝑙                       (15) 

 𝑐𝑚 = 𝑎𝑚 + ∑
𝑘

𝑚

𝑚−1
𝑘=1 𝑐𝑘𝑎𝑚−𝑘, 1 < 𝑚 < 𝑀      (16) 

𝑐𝑚 = ∑
𝑘

𝑚

𝑚−1
𝑘=1 𝑐𝑘𝑎𝑚−𝑘 , 𝑚 > 𝑀                (17) 

Based on the recursive formulas (15) to (17), an 

infinite number of Cepstral coefficients can be extracted 

from a finite number of LPC coefficients. However, 

typically the first 12-20 Cepstrum coefficients are 

employed depending on the sampling rate. 

III. GAUSSIAN MIXTURE MODEL 

Gaussian mixture model clustering is a measure of the 

probability distribution used to create clusters. Each 

cluster actually looks a Gaussian distribution. Gaussian 

mixture models are one of the best known and most 

widely used methods to identify the speaker. Gaussian 

mixture models are based on the division of sounds into 

different classes and these classes are compared with the 

input speech. In this model, the segmentation of 

phonemes to classes is implicitly based on a division of 

unsupervised clustering, therefore tag will not use for 

classes (identify the exact phoneme). On the other hand, 

this model tries to model the probability density function 

of the speaker. This modeling is performed with a linear 

combination of some Gaussian functions, which is the 

reason that it has called Gaussian mixture model [16]. 

Gaussian mixture model is similar to the single-state 

Hidden Markov Model (HMM) and is a probability 

density function of the state, with many normal mixtures. 

The probability of test vector x belongs to a Gaussian 

mixtures model with M mixtures, will calculate in the 

form of (18). 

𝑃(𝑥|𝐺𝑀𝑀) = ∑ 𝑐𝑡 . 𝑁(𝜇𝑡 , 𝛴𝑡)                  (18)

𝑀

𝑡=1

 

where 𝑐𝑡  is weight of mixtures, and 𝜇𝑡  and Σ𝑡  are the 

normal distribution mean vector and covariance matrix 

respectively. Covariance matrix of GMM, usually 

considered diagonal, although there is the possibility of 

using full matrix as well. Equation (18) can be also stated 

using normal probability density function as expressed in 

(19). 
𝑃(𝑥|𝐺𝑀𝑀) = 

∑ 𝑐𝑖 .
1

(2𝜋)
𝑑
2|Σ𝑖|

1
2

. 𝑒𝑥𝑝 {−
1

2
(𝑥 − 𝜇𝑖⃗⃗⃗⃗ )′ ∑ (𝑥 − 𝜇𝑖⃗⃗⃗⃗ )

−1

𝑖
}

𝑀

𝑖=1

  (19) 

where d is an input space dimension. To obtain GMM 

parameters, including Gaussian distributions mean, 

covariance and weight, EM algorithm is used. It should 

be noted that the number of Gaussian mixtures have a 

direct relationship with the existing training models and 

GMM models cannot be trained with an excessive 

number of the mixtures with poor data collection. In the 

formation and training of GMMs, like all other models, 

consideration of the complexity of the model and training 

samples is necessary [1]. 

IV. EXPECTED MAXIMIZATION ALGORITHM 

The expectation maximization, or EM algorithm as an 

example of the Baum-Welch algorithm, is used in the 

training of GMMs. In EM algorithm, a method of testing, 

it is possible to get the maximum or minimum, or it may 

be getting into the trap in the local maximum or 

minimum. EM method is a general method to find the 

parameters with estimating the Maximum Likelihood 

(ML). Certainly in each iteration, likelihood logarithm 

will increase. The EM algorithm guarantees convergence 

to a local maximum of likelihood function, in both phases 

of the expected value and likelihood. 

The EM algorithm, with using hidden variables λ is 

formed where the maximum likelihood is achieved by 

using the training set X as shown in (20). 

𝑝(𝑋|𝜆) = ∏ 𝑝(𝑋𝑡|𝜆)𝑇
𝑡=1 (20) 

To maximize the likelihood between the Gaussian 

distribution and the samples based on these relationships, 

model parameters changes frequently. EM algorithm 

consists of two steps: 

1) The expected value: In expectation value, GMM 

parameters are obtained for each sample of d dimensional 

data 𝑥 ∈ {𝑋}𝑡=1,…,𝑇 using inductive probability and for i
th
 

component using (21). 

𝑃(𝑖|𝑥𝑡 , 𝜆) =
𝑤𝑖𝑔(𝑥𝑡|𝜇𝑖,𝛴𝑖)

∑ 𝑤𝑘𝑔(𝑥𝑡|𝜇𝑘,𝛴𝑘)𝑛
𝑘=1

  (21) 

where 𝑔(𝑥𝑡|𝜇𝑘, 𝛴𝑘) is introduced according to (22). 
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𝑔(𝑥𝑡|𝜇𝑘, 𝛴𝑘) =
1

√(2𝜋)𝑑×𝛴𝑖

exp{
−1

2
(𝑥𝑡 − 𝜇𝑖)′ ∑ (𝑥𝑡 − 𝜇𝑖)}−1

𝑖  

(22) 

2) The maximization: At maximum, the parameters are 

calculated in accordance with inductive probability 

estimated in the previous step. GMM parameters updated 

as well as the relations (23) to (25): 

𝑤̅𝑖 =
1

𝑇
∑ 𝑃(𝑖|𝑥𝑡 , 𝜆)𝑡=1    (23) 

𝜇̅𝑖 =
∑ 𝑃(𝑖|𝑥𝑡,𝜆)𝑥𝑡

𝑇
𝑡=1

∑ 𝑃(𝑖|𝑥𝑡,𝜆)𝑇
𝑡=1

  (24) 

𝜎𝑖
2 =

∑ 𝑃(𝑖|𝑥𝑡,𝜆)𝑥𝑡
2𝑇

𝑡=1

∑ 𝑃(𝑖|𝑥𝑡,𝜆)𝑇
𝑡=1

− 𝜇̅𝑖
2                    (25) 

Algorithm steps are repeated until the boundary of the 

convergence is achieved. The EM algorithm, guarantee 

converging to a local maximum likelihood, in both 

expected and likelihood phases [16]. 

V. DATABASE, RESULTS AND CONCLUSION 

A. TIMIT Speech Database 

TIMIT database is a database with English connected 

speech prepared by company of TI and university of MIT 

and US which bureau of standards (NIST) has approved it. 

TIMIT database contains the 6300 speech, which were 

uttered by 630 speakers and 8 common North American 

accents. 70% male and 30% are women speakers. Each 

speaker has uttered 10 sentences that the 2 sentences of 

the 10, by other speakers have been uttered. In total there 

are 2432 distinct sentences in TIMIT which includes two 

common sentences among all speakers, 450 common 

sentences among groups of seven people of speakers and 

1890 sentences including a single speaker. All words and 

phonemes in TIMIT sentences have the time tags. TIMIT 

database is free of noise and generally is used to assess 

the rate of recognition of phonemes in continuous speech 

recognition and speaker recognition types. However, 

despite the time tags for words and phonemes, it could be 

used separately to assess word recognition rate. To use 

this database for evaluation of speech recognition in noise, 

noise must be artificially added to the database [17]. 

B. Tests and Results 

From 6300 utterances in TIMIT database, 5670 of 

them is used for the training system, and 630 utterances 

were used for the test. Eligibility criteria to be considered 

in models, like the likelihood ratio logarithm. Since the 

data are used consistently, therefore after initialization 

parameters of the models, EM algorithm is used for re-

estimating of parameters. The final models of recognition 

will achieve. Then, the recognition models will adapt 

with each model. The calculation accuracy based on the 

relationship is like as (26). 

𝐶𝐼𝑅 (𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝐼𝑑𝑒𝑛𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑅𝑎𝑡𝑒) =  

𝑁𝑜. 𝑜𝑓 𝑆𝑢𝑐𝑐𝑒𝑠𝑠𝑓𝑢𝑙 𝐼𝑑𝑒𝑛𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛

𝑇𝑜𝑡𝑎𝑙 𝑁𝑜. 𝑜𝑓 𝐴𝑡𝑡𝑒𝑚𝑝𝑡𝑠
 × 100        (26) 

In three steps, the system will end its work. The first 

step is feature extraction. In this paper, 12 coefficients of 

LPCC and 26 of the SSC coefficients were used. Another 

characteristic which are used is as below. 

Pre-Emphasized factor is 0.975, the length of a 

window is 25 milliseconds, and the step in the window or 

overlap of windows will occur every 10 milliseconds. 

The 26 filter banks are selected. Inc. calculation of 

features, hamming window is used. 

In the second phase, from specified files, models for 

each of the English sentences have been built. This 

requires the use of matrices of features which is obtained 

in the previous phase. Uniformly, 32 GMM mixtures are 

used. Finally, comparison of output files with models will 

carry out. 

In implementation, 90% of the database, including 

5670 sentences in the training phase and 10% database 

includes, 630 sentences will use for test phase. The 

average length of each sentence is 3 seconds, therefore 27 

seconds of speech for training and 3 seconds for the test 

is used. In the training phase, for each speaker model, 

likelihood score of input sequence from the input feature 

vectors is calculated with (27). 

𝐿(𝑋, 𝐺𝑠) = ∑ 𝑃(𝑥𝑡⃗⃗⃗⃗ |𝐺𝑠)𝑀
𝑖=1    (27) 

where L stands the likelihood, and it is in concept of 

derived vectors from the model Gs. So that X =
{x1⃗⃗ ⃗⃗ , x2⃗⃗⃗⃗⃗, … , xM⃗⃗⃗⃗⃗⃗ } is speaker feature vectors sequence, and M 

is the total number of feature vectors. The highest score 

L(X, Gs) of the generated GMM is selected as the most 

similar to the original speaker.  

All implementation such as feature extraction and 

combination of speech signals has been carried out in 

Matlab software. 

 
Figure 2.  Speaker recognition results using a database TIMIT. 

As is shown in Fig. 2, the proposed new method 

named LPSS (Linear Predictive Spectral Subband) uses 

38 coefficients for speaker recognition which it has 

recognition rate of 99.1% versus recognition rate of 96.2% 

for LPCC and 97.1% for SSC. Results of recognition rate 

in noisy condition with 630 speakers are shown in Fig. 3. 

Because the human voice is naturally non-linear, methods 

such as LPC which has linear calculations are not suitable. 

In practice, LPC coefficients themselves are often not a 

good feature since polynomial coefficients are sensitive 

to numerical precision. The advantage of the new 

proposed method (LPSS feature) over the baseline SSC 

feature is that the subband boundaries are adapted for 

each frame. The partitions of the scalar quantizer 

themselves has no overlap. These forces the centroid 

frequencies to be monotonically increase, thereby 
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limiting their dynamic range. Features obtained from SSC 

have similar to formant frequencies and are completely 

resistant to the noise. When these features are used as 

complementary features, efficiency of speaker 

recognition will improve. This will be shown that SSC 

features have the additional information, which is not in 

the Cepstral coefficients. Therefore it is logical to get 

better results with LPSS features in comparison with SSC 

and LPCC methods. 

 
Figure 3.  Speaker recognition results in white noise and database 

TIMIT. 

C. Conclusion 

In this paper, the importance of feature extraction for 

to improve the speaker recognition rate is mentioned. 

This paper tried to evaluate the effect of the combination 

of some features in automatic speaker recognition 

systems. 

A new LPSS method based on GMM in proposed. The 

speaker recognition rate has reached to 99.1% using 38 

coefficients, which has better results in comparisoSn with 

96.2% for LPCC and 97.1% for SSC. 

Future research will focus on two main issues, the 

evaluation algorithms such as Hidden Markov Model 

(HMM), GMM and Neural Networks (NN), and assess 

the impact of channel compensation techniques to 

achieve better speaker recognition results in the noisy 

condition with short length. 
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