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Abstract—Up to now, a lot of researches have been done on 

video denoising. In this paper, a new scheme of video 

denoising method, verified robust Optical Flow Guided 

Local Block-matching and 4D Filtering (OL-BM4D), is 

proposed. In this scheme, first of all, a novel algorithm is 

introduced to calculate verified robust optical flow. Then we 

propose a new method of gathering 3D blocks to form 4D 

groups. After the 4D groups are formed, two-stage 4D 

filtering is applied to them. And the video is reconstructed 

from the groups after denoising. Comparing our method to 

the cutting edge video denoising method VBM3D, the result 

shows OL-BM4D provides better denoising results 

according to both objective evaluation (PSNR) and 

subjective evaluation (stability between frames, the ability of 

retaining details and texture). 

 

Index Terms—video denoising, optical flow, local block-

matching and 4D filtering, objective evaluation, subjective 

evaluation 

 

I. INTRODUCTION 

Video can be compressed with a very high ratio to save 

storage space. That means there is a great deal of 

redundant information in a video. Inspired by video 

compressing methods, it is known to us that videos have 

self-similarity both in one frame and between neighbor 

frames. The redundant information and self-similarity 

make it possible for us to restore a video of severe noise 

without losing much information. 

When a video is being denoised, the denoised result is 

acquired by applying the denoising method to a video, 

which is the combination of an original video without 

noise and noise added artificially. Then the denoised 

result is evaluated through two aspects-objective 

evaluation and subjective evaluation. Objective 

evaluation methods are achieved by comparing the 

denoised result with the original video without noise and 

calculate the error. Subjective evaluation, on the other 

hand, is given by human beings. The denoised results are 

played to volunteers, and they will judge the quality of 

the video. To improve the subjective evaluation, we 
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should take the perception of human beings into 

consideration. 

There has been a great deal of denoising methods for 

videos and images. 

BM3D [1] is a well known image denoising strategy 

based on an enhanced sparse representation in transform-

domain. The enhancement of the sparsity is achieved by 

grouping similar 2D image fragments into 3D data arrays 

called “groups”. VBM3D [2] and BM4D [3] are its 

extension to video denoising and volumetric data 

denoising respectively. These methods are very popular 

for their good performance. Still, they overlook the 

importance of human perception. 

One of the very important factors that affect people’s 

evaluation of restored video is the time-domain stability. 

It was first taken into consideration in [4]. Before that, it 

is believed that there is no need to pay attention to the 

relationship between frames. In [4], a robust optical flow 

based on a coarse-to-fine algorithm is introduced and 

used to gain higher inter-frame stability. 

Optical flow is a big research area
1
. Different optical 

flows are of different characteristics [5]. Most optical 

flows like the widely used Pyramid LK optical flow are 

sensitive to noise and light variance. This is a good 

character when being applied to applications like inter-

frame forgery detection [6]. But when comes to denoising, 

robust optical flow is needed. The algorithms based on 

coarse-to-fine are often robust to noise. 

In [4], although the author successfully beat VBM3D 

in subjective evaluation, in objective evaluation VBM3D 

is never really beaten. Motion estimation is used both in 

VBM3D and VBM4D [7]. However, being a motion 

estimation method of good performance optical flow is 

decided by most researchers not a good choice for motion 

estimation. They believe it can’t improve objective 

evaluation in video denoising. Meanwhile, the reason is 

never explained. 

BM4D is intuitively good at gaining high inter-frame 

stability, but it can’t work well on video of high speed 

objects. In [8], the author introduced a segmentation 

based method based on VBM3D, optical flow came into 
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his sight. But in [8] the optical flow is only used as an 

assist to line up patches between frames. 
In this paper, we present a novel method called 

verified robust optical flow guided local block-matching 

and 4D filtering. Our main contributions include: 

1) Design a verification algorithm for robust optical 

flow. This verified optical flow can be put into use 

in video denoising. It gains good performance on 

both objective evaluation and subjective 

evaluation (the origin robust optical flow can only 

show good performance on subjective evaluation). 

2) Propose a novel video-denoising system. It 

improves BM4D’s performance on videos of high 

speed objects. The results show its performance is 

better than the cutting edge video denoising 

method VBM3D. 

The paper is organized as follows: Section II briefly 

reviews robust optical flow and the BM4D approach. 

Section III proposes the novel video denoising system we 

design and the alter we make on robust optical flow to 

improve the denoising performance. Experiment setup 

and results are provided in Section IV, and finally Section 

V includes the concluding remarks. 

II. ROBUST OPTICAL FLOW AND BM4D 

A. Robust Optical Flow and BM4D 

There have been a lot of studies on optical flow. 

Before coarse-to-fine [4] method is introduced into 

optical flow, most optical flows are very sensitive to 

noise (Fig. 1(c)). The coarse-to-fine method provides us 

optical flows robust to noise (Fig. 1(d)). 

In [4], the author used robust optical flow to achieve 

denoising task. The result shows good performance on 

subjective evaluations, but not objective ones. That isn’t 

right to instinct, since objective evaluation should be 

consistent to subjective evaluation. But the reason for this 

is never revealed. In Section III, we will explain the 

reason and propose a novel algorithm to calculate the 

verified robust optical flow. 

   
(a) Frame a                                  (b) Frame b 

   
(c) L-K optical flow                     (d) Robust optical flow 

Figure 1.  (a) and (b) are two frames from a noisy video, (c) shows the 
L-K optical flow (a widely used optical flow) between the two frames 

which is very sensitive to noise, (d) shows the robust optical flow which 

is affected little by noise. 

B. Local Block-Matching and 4D Filtering (BM4D) 

BM4D is a denoising method for volumetric data, it is 
first introduced in [3]. It is implemented in two cascading 
stages, namely a hard-thresholding and a Wiener-filtering 
stage. 

1) Hard-Thresholding stage: In this stage, cubes 

taken from the volumetric data are clustered with a 

distance measured via the photometric distance 
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threshold operator. The outcome of hard-thresholding 

stage, is obtained by aggregation of all the estimated 

groups. 

2) Wiener-Filtering stage: In the second stage, the 

groups are formed in two ways: some are formed 

by the cubes extracted from the outcome 

volumetric data from stage one, the others are the 

groups after the hard-thresholding from stage one. 

In this stage, the shrinkage coefficients are calculated 
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Winer filtering is realized by 
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This time we reconstruct the volumetric data with the 

weights 
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III. METHODS 

A. Verified Robust Optical Flow 

In this part, the novel algorithm to calculate the 

verified robust optical flow is proposed. 

Among the robust optical flows, one is called CGL-TV. 

It is able to compute larger displacements in reasonable 

time and is of better accuracy than the optical flow used 

in [4]. 

   
(a) Frame a                                    (b) Frame b 
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(c) L-K optical flow                   (d) Robust optical flow 

Figure 2.  (a) and (b) are two frames from a noisy video, in this video, 
the background is steady, (c) is the robust optical flow between them, 

the background should be white as there is no movement, but the 

movement of the foreground caused the error in the background, 

especially the area under the arm, we call this “leak” (d) is the verified 
robust optical flow, in which the “leak” is suppressed 

In Fig. 2(a) and Fig. 2(b), the background is steady. As 

robust optical flow is a motion estimation method, the 

CGL-TV optical flow should be 0. But the outcome 

provided by CGL-TV optical flow (Fig. 2(c)) shows 

different result. This error causes optical flow to fail on 

objective evaluation. To gain good objective evaluation 

while denoising, the optical flow needs to be verified to 

make it more precise. 

 
(a) Optical flow between two frames 

   
(b) Search process                      (c) Voting process 

Figure 3.  Verification method: (a) shows origin robust optical flow 

without verification between two frames. In (b), around the patch in 
frame b the optical flow points to, a search window is formed. In this 

window we search for a patch which is the most similar to the patch in 

frame a. As patches overlap with each other, in (c) all the patches with a 
particular pixel vote for the accurate optical flow of this pixel to reduce 

noise 

The verification method designed by us is shown in 

Fig. 3. The original CGL-TV optical flow calculated is 

shown in Fig. 3(a). The verification method is designed 

as follows: as error can be introduced with interpolation, 

the optical flow is first rounded to integers to avoid 

interpolation. And as optical flow can be not accurate 

enough, a relocating process in frame B is introduced. For 

every patch in A, search for a more reasonable patch in B. 

Suppose for the original CGL-TV optical flow, the patch 

in A is connected by the optical flow with a patch 

( , )j jP l t  in B. The dearching window is around the 

neighborhood of ( , )j jP l t . The method is shown in Fig. 

3(b). As in frame A, the patches are overlapped with each 

other, the optical flow for every single one of the pixels is 

decided by a voting process. All the patches that contains 

this pixel vote (Fig. 3(c)) for its optical flow. The optical 

flow with most votes wins. An optical flow outcome 

more robust to noise is ensured by this voting method. 

The optical flow after modification is shown in Fig. 2(d). 

In the search process shown in Fig. 3(b), the similarity 

between a patch ( , )i iP l t  in frame A and a patch ( , )j jP l t  

in frame B is defined through a penalized quadratic 

difference 
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In (6), ( , )i i il x y  is the position the origin robust 

optical points to in frame B, ( , )j j jl x y  is the position 

of one patch from frame B. 
d  is defined as follows. 

2( ) 0.0005 0.0059 0.0400d                   (7) 

The best 
d  chosen for different deviation of the noise 

  is shown in (7). This parameter fitting research is 

according to [7].  

( , )i jdistance l l  is defined according to the character of 

the robust optical flow. Since robust optical flow is based 

on coarse-to-fine method, two high speed areas of 

different speed have little effects on each other, but the 

steady areas are easily affected by the high speed area. 

That means the movement of the high speed areas can 

“leak” into the steady areas and cause errors in CGL-TV 

optical flow (see Fig. 2(c)). To eliminate this effect, 

( , )i jdistance l l  is defined to be different for video of large 

areas of steady background and video of moving 

background. 

Define ( , ) ( 1 ( , ), 1 ( , ))i j i j i jdistance l l dis D x x dis D y y  and 
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Fig. 4 shows that for video of moving background, the 

1-D distance descriptor is a single valley function. While 

for the video of steady background, it is a double valley 

function with one valley at 0 and another at a (as shown 

in Fig. 4). That means the patches without movement or 

with the movement estimated by optical flow are of 

smaller distance. This solves the leak problem (as shown 

in Fig. 2(d)). 

This verification process is shown in the blue box in 

Fig. 4. 

B. Framework of Video Denoising Model 

Fig. 4 shows the new scheme of the video denoising 

method we designed. Take a single frame i, and n frames 

before and after this one, there are 2n+1 frames in all. 
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The frame needed to be denoised is in the middle, and 

there are n frames provides information for denoising on 

each side. Then for every one of the 2n frames, the robust 

optical flow to frame i is calculated. Take frame i+1 as an 

example, an initial optical flow from i to i+1 is now 

provided. Then by rounding the optical flow, 0 optical 

flow area percentage is then counted. If the percentage is 

larger than r, the frame is classified as of steady 

background; otherwise, it is classified as of moving 

background. Then for video of steady background or 

video of moving background, modification of the optical 

flow is applied on the frame according to the 

classification. And “voting” process is taken to get rid of 

the effects of noise and false matching afterwards. Up to 

this step, the verification of optical flow is done. Then 

frame i+1 is shifted according to the modified optical 

flow, and stuffed back to its position in the 2n+1 frame 

series. By doing these to every single frame of the 2n 

neighbors, a 3-D data cuboid is gained. Then Block-

matching and 4D Filtering is applied to the cuboid as 

shown in Fig. 4. This provides the denoised result of 

frame i. By doing this to all the frames in the video, the 

denoised result of the whole video is completed. 

 

Figure 4.  Framework of the denoising system 

IV. EXPERIMENT AND RESULTS 

A. Parameter Selection 

Here the neighbors on each side of the frame to be 

denoised is defined to be n=8. Patch size is 7*7, the 

percentage of 0 optical flow area, that distinguishes 

steady background video and moving background video, 

is 20 percent. Searching window for a similar patch in the 

modification process is 7*7. It leads to the voters in the 

voting process also be 7*7 for each pixel. 

B. Results 

In this section we present the experimental results 

obtained with a MATLAB implementation of the OL-

BM4D algorithm, and we compare it against V-BM3D, 

as it represents the state of the art in video denoising. 
1) Objective evaluation: The denoising performance 

is measured using the PSNR as a global objective 

measure for the whole processed video: 

2
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The objective evaluation is shown in Table I, the bold 

numbers are of better performance. Our method can beat 

VBM3D in most videos, except for some short ones. For 

example, “salesman” is a video of very little movement 

and also very short. Our method can work better than 

VBM3D on this video from frame 9 to frame 42, but lost 

on the first and last several frames a little. 

TABLE I.  OBJECTIVE EVALUATION OF DENOISING RESULTS 

 
σ 

Video: Salesm. Tennis Fl.Gard. MissAm. 

Res.: 288*352 240*352 240*352 288*360 

Frames: 50 150 150 150 

15 OL-BM4D 35.48 32.67 30.26 38.98 

VBM3D 35.51 32.61 29.91 38.43 

20 OL-BM4D 34.10 31.33 28.53 38.13 

VBM3D 34.11 31.17 28.26 37.74 

 
σ 

Video: Coastg. Foreman Bus Bicycle 

Res.: 144*176 288.352 288*352 567*720 

Frames: 300 300 150 30 

15 OL-BM4D 33.90 35.64 32.43 37.11 

VBM3D 32.95 34.64 31.05 37.15 

20 OL-BM4D 32.32 34.10 30.80 35.78 

VBM3D 31.69 33.32 29.54 35.72 

The bold numbers in the table are of better performance. 
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Figure 5.  Visual comparison of the sequences, from top to bottom, flower garden, bus and tennis corrupted by white Gaussian noise with standard 

deviation 20  , denoised by the proposed algorithm OL-BM4D and the VBM3D algorithm. Our method clearly provides better result and recovers 

more detail 

 

(a) 

 
(b) 

Figure 6.  Stability between frames: the standard deviations of pixel intensities in (a) are σGroundtruth=0.0168, σVBM3D=0.0212, σOL-BM4D=0.0180 and 
σnoisyvideo=0.0358 respectively; the standard deviations of pixel intensities in (b) are σGroundtruth=0.0173, σVBM3D=0.0215, σOL-BM4D=0.0157 and 

σnoisyvideo=0.0381 respectively 
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2) Subjective evaluation: The denoising result is also 

shown in Fig. 5. Judge by human eye, the result 

shows our method can recover more detail and 

texture than the VBM3D. 

Another important subjective evaluation criterion is the 

inter-frame stability. The improvement on inter-frame 

stability can be observed on the denoised video. Here, to 

show the performance of our method on stability between 

frames, an evaluation method from [4] is put into use. 

Here in Fig. 6, pixel intensities along motion paths over 

frames are used for demonstrating the stability between 

frames. Two motion paths are shown here. In both figures, 

judged by human eyes our method shows better stability 

between frames. Also, our method gain standard 

deviations of pixel intensity closer to the origin ones, 

much lower than VBM3D. This means our denoised 

video is more s between frames. 

C. Conclusion 

In this paper, we analysed and resolved the cause of 

normal optical flow’s incapable of gaining good objective 

evaluation when denoising a video, propose a novel 

algorithm to calculate the verified robust optical flow. 

And introduced a novel denoising method for video. With 

this method, better result is gained than the cutting edge 

method VBM3D. The evaluation method for this result 

comes from both objective evaluation (PSNR) and 

subjective evaluation (stability between frames, the 

ability of retaining details and texture). Verifying optical 

flow properly to get accurate motion estimation is one of 

the keys in video denoising. And BM4D's nature 

character of providing inter-frame stability helps 

improving subjective evaluation performance. In the 

future, more work can be done on improving the denoise 

algorithm’s performance on the frames on both ends of 

the video. 
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